Scaling properties of a non-Fowler–Nordheim tunnelling junction
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We have theoretically explained the experimentally observed scaling properties of the current–voltage (I–V) characteristics of a field-emission tunnelling diode with respect to the tip–anode distance \(d\). All the I–V curves for different \(d\)-values collapse onto a single curve by a scaling transformation that keeps the electrical field at a given direction constant for different \(d\). Our proof is applicable to more than just the obvious case where the electrostatic potential varies linearly with the distance from the cathode \(x\) (and the Fowler–Nordheim plot is also linear). It applies to any general nonlinear potential encountered in emitting tips of small radii of curvature \(R\). Furthermore, we explain why the scaling property is excellent at \(d \gg R\), but deteriorates when \(d \sim R\). The scaling property is shown to derive from the simultaneous action of two factors: (i) in a Taylor expansion of the potential in the tunnelling region, the second-order coefficient is found to be proportional to the first-order coefficient and their ratio independent of \(d\). (ii) The angular variation of the electric field is independent of \(d\) for \(d \gg R\). Deviations from scaling at \(d \sim R\) are attributed to both the dependence on \(d\) of the angular variation of the electrical field and/or the presence of a third-order term.

1. Introduction

Very recently, in Cabrera \textit{et al.} [1], it has been shown that the experimental current–voltage (I–V) characteristics of a tunnelling diode are invariant with respect to the tip–anode distance \(d\) under a scaling transformation \(R_{\text{exp}}(d)\) of the applied voltage, \(V \rightarrow VR_{\text{exp}}(d)\). The invariance
with \( d \) was observed over a range of several orders of magnitude for \( d \), from millimetres to several nanometres, but it began failing when \( d \) was only a few nanometres. At the outset of this work, it must be said that if the emitting surface is either planar or of large radius of curvature \( R \), then the interpretation of the above observations is elementary. For emitting surfaces of large radii of curvature \( R \) the traditional Fowler–Nordheim (FN) equation is valid [2,3]. This equation contains only one physical variable, the electric field, and by scaling the voltage, one simply scales the electric field. Said alternatively, the electrostatic potential is adequately represented by the one-dimensional form \( U(x) = W - Fx \), where \( W \) is the work function and \( F \) is the local electric field and hence scaling \( V \), so that \( F \) remains the same is all that is needed.

However, the experiments in reference [1] were performed using tips of radii 4–6 nm. In such cases, the electrostatic potential is far from being linear with \( x \) [4,5], and, furthermore, the variation of the latter with the angle \( \theta \) to the tip axis is quite significant. In short, the tunnelling potential \( U \) is three-dimensional in nature with the electric field different at different points so that—at first sight—there is no scalar quantity that can rescale the entire potential with respect to \( d \) and keep the current constant. Note that in tunnelling, the current density at any given point is a functional of the whole potential. In this paper, we show that if \( d \gg R \), then there is, indeed, such a scaling parameter as experimentally observed. We present both numerical and algebraic evidence to this effect.

2. The potential: numerical calculation

The emitting tips used in reference [1] were macroscopically conical with a spherically rounded apex, see the inset of figure 1. For the purpose of numerical calculation, we have simulated this shape with a vertical stack of spheres of increasing diameter as shown again in figure 1. However, the algebraic–analytic arguments we will give do not need or necessitate this simulation which we proceed with these first. As with our previous calculations [6,7], the general solution of the Laplace equation for this composite body will be the superposition of the solutions for each separate sphere (hence the choice for the construction simulating the tip). Then, we can write

\[
\Phi(r, \theta) = \sum_{i=1}^{N} \sum_{n=0}^{\infty} C_{in}(r_i^{(n-1)} P_n(\cos \theta_i)).
\]  

(2.1)

In expression (2.1), \( \Phi \) is the electrostatic potential, \( (r_i, \theta_i) \) are the spherical coordinates of each point at a coordinate system having its centre at the centre of the \( i \)th sphere and \( P_n \) are the Legendre polynomials of the first kind. Note that the centre of the first sphere is the centre of the coordinate system. The coefficients \( C_{in} \) are determined by the boundary conditions that \( \Phi = 0 \) at the cathode and \( \Phi = V \) at the anode, where \( V \) is the applied voltage to the diode. Henceforth, the term potential will refer to the function \( \Phi \), whereas the term voltage to the scalar quantity is \( V \).

Alternatively, one can introduce fictitious image spheres with respect to the anode plane and consider only the boundary condition \( \Phi = 0 \) at the cathode where now

\[
\Phi(r, \theta) = V + \sum_{i=1}^{N} \sum_{n=0}^{\infty} A_{in}(r_i^{(n-1)} P_n(\cos \theta_i) - r_i^{m(n-1)} P_n(\cos \theta_i^m)),
\]  

(2.2)

with \( (r_i^m, \theta_i^m) \) the spherical coordinates with respect to the centres of the image spheres.

To evaluate the new coefficients \( A_{in} \), we truncate the infinite index \( n \) to, say, \( M \) and consider \( M \times N \) points on the cathode, where \( \Phi = 0 \). \( M = 12 \) was found to be more than enough.

To this electrostatic potential, we now add the image potential for a spherical surface and the work function discontinuity \( W \), so that finally the tunnelling potential \( U \) is

\[
UI(r, \theta) = W - e \Phi(r, \theta) - \frac{e^2}{8\pi \varepsilon_0} \frac{R}{r^2 - R^2}.
\]  

(2.3)
Figure 1. Geometrical model and notation. In the inset, a transmission electron microscopy image of one of the tips used in [1] is shown.

Figure 2a gives our calculated electrostatic potentials $\Phi$ as a function of $x = r - R$ for $\theta = 0$ at a constant applied voltage $V = 11.43$ V for various $d$-values. This calculation, such as all the calculations of this paper until §5, is performed with a conical cathode of radius $R = 4$ nm, full angle of planar section of cone $\omega = 7^\circ$ and total length $L = 1.2456$ $\mu$m. The value of $V$ has been chosen, so that the normal electric field at the apex of the $d_0 = 5$ nm curve is equal to $F(d_0) = 4$ V nm$^{-1}$. Now, we apply our scaling rule: we multiply $V$ by a scaling factor $S(d)$, so that the electric field at the apex at each different $d$ is equal to $F(d_0)$. The relation with the $R_{\text{exp}}$ of [1] will become clear below. Our scaling rule is obviously

$$V'(d) = S(d)V = \frac{F(d_0)}{F(d)}V,$$

where $F(d)$ is the calculated electric field at the apex before scaling. We note that the idea of normalizing the potential distribution with respect to the apex field has been used previously [8]. The results of this scaling procedure are shown in figure 2b. We can see that all curves collapse onto the $d_0 = 5$ nm curve over a region of $x$ that

1. is certainly wider than the region of linearity of $\Phi$, and
2. is much wider than the tunnelling distance (usually 1–1.5 nm). Note that when the radius of curvature $R$ is of this magnitude (less than 20 nm), the potential in the tunnelling region
**Figure 2.** Calculated electrostatic potential along the vertical axis for various distances: (a) before scaling, i.e. with the same applied voltage $V = 11.43\,\text{V}$ and (b) after scaling, i.e. with applied voltage $V' = S(d)V$. A linear potential is also included only to show the curvature of the calculated potential. (Online version in colour.)

**Figure 3.** Current density versus voltage in the form of FN plots for various distances $d$: (a) before scaling and (b) after scaling. (Online version in colour.)

is no longer linear with $x$. Furthermore, the collapsing is very good when $d \gg R$ and conversely deteriorates as the tip approaches the anode.

It is important to stress that although the above scaling rule was applied for $V = 11.43\,\text{V}$ it holds true for any value of $V$, i.e. $S(d)$ does not depend on $V$.

Now if the potential becomes invariant under this scaling rule, then the current density should also become invariant under a similar scaling by virtue of the Wentzel–Krammers–Brillouin (WKB) approximation (and not by virtue of the FN theory). In figure 3a, we show the various $J_0(V, d)$ curves—in the form of FN plots—where $J_0$ is the current density along the $\theta = 0$ direction at voltage $V$ at distance $d$ of the tip from the anode. Again, we emphasize that these plots were obtained by the one-dimensional WKB approximation [2–4].

If we now plot in figure 3b these curves (again in FN form) in terms of $V/S(d)$, it can be seen that all the curves of figure 3a from $d = 5$ to $d = 320\,\text{nm}$ collapse again onto a single curve.
The reason that the voltage is divided and not multiplied by \( S(d) \) this time is the following: in figure 3a, we get the same \( J_0 \) for a series of values of \( V \), each one for each \( d \). According to our previous arguments/results of figure 2, the voltages at which we obtain the same current at each \( d \) can be obtained by multiplying the voltage of \( d_0 \) by \( S(d) \), i.e. \( V(J_0, d) = S(d)V(J_0, d_0) \). Thus, if we divide every \( V \) value at each \( d \)-curve by \( S(d) \), then we should obtain the same \( d = d_0 \) curve. In other words, all curves should collapse onto the \( d = d_0 \) curve when \( J_0 \) is plotted against the scaled variable \( V/S(d) \) as indeed is shown in figure 3b. A very small deviation from collapsing appearing for small \( d \) and very small voltages is attributed to the fact that when the electric field becomes very small, the forbidden region extends to points where collapsing of the electrostatic potential is not perfect as shown in figure 2b.

Now the potential variation with \( r \) at other \( \theta \) directions follows exactly the same trend as the \( \Phi(r, \theta = 0) \) variation, only now to obtain the collapsing of the \( \Phi(r, \theta) \) curves with \( d \) we need to scale them with the ratio

\[
S_\theta(d) = \frac{F(\theta, d_0)}{F(\theta, d)},
\]

where \( F(\theta, d) \) is the electric field on the emitter along the direction \( \theta \) when the tip is at distance \( d \) from the anode. Likewise, the FN plots \( J_0(V) \) collapse onto a single curve when they are scaled by the factor \( 1/S_\theta(d) \). This is shown in figure 3a,b. Given that the experimentally measured quantity is the current which is a surface integral of the current density, and given that \( F(\theta, d) \) changes differently with \( \theta \) at each \( d \) it is not evident how the experimentally observed scaling can appear. We tackle this problem immediately below, but before we do this, we want to use some general argument—as already stated—to show that this scaling behaviour of the potential depends on the properties of the nonlinear part of the potential \( \Phi \) and is not particularly related to the conical shape of the tip we have used.

### 3. The potential: analytic approximation

At the beginning of this section, we assume that the shape of the tip in the region where the current is emitted is spherical. Later, we generalize to any smooth shape. Note that this assumption is distinct from the ‘floating sphere’ equipotential model of the cathode [9]. The shape of the emitter below the apex area may be, here, arbitrary. Now, we want a simpler and at the same time more general expression for the potential \( \Phi \) than that of equation (2.3). Because the current is determined by the values of \( \Phi \) only inside the tunnelling region which is small (1–1.5 nm), it is worthwhile to make a Taylor expansion for any \( \theta_0 \) direction, including up to the second order to take account of the nonlinearities of \( \Phi \) introduced by the Legendre polynomials or other functions. We write

\[
\Phi(r, \theta_0) = \Phi(R, \theta_0) + \left[ \frac{\partial \Phi}{\partial r} \right]_{(R, \theta_0)} (r - R) + \left[ \frac{\partial^2 \Phi}{\partial r^2} \right]_{(R, \theta_0)} \frac{(r - R)^2}{2} + \cdots
\]

(3.1)

The Laplace equation in spherical coordinates, for an object with rotational symmetry, takes the form

\[
\frac{\partial^2 \Phi}{\partial r^2} + \frac{2}{r} \frac{\partial \Phi}{\partial r} + \frac{\cot(\theta) \partial \Phi}{\partial \theta} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2} = 0.
\]

(3.2)

But, the emitting surface is an equipotential, so that \( \partial \Phi/\partial \theta = \partial^2 \Phi/\partial \theta^2 = 0 \) on the surface and hence equation (3.2) becomes

\[
\left[ \frac{\partial^2 \Phi}{\partial r^2} \right]_{(R, \theta_0)} = -\frac{2}{R} \left[ \frac{\partial \Phi}{\partial r} \right]_{(R, \theta_0)}.
\]

(3.3)

Equation (3.3) tells us that if we scale the electric field at the emitting surface \( F \) in any direction \( \theta_0 \), then the second-order derivative in the same direction scales as well, or—in other words—their ratio is independent of the tip–anode distance \( d \). However—as already noted—the above
relation which is in accordance with our previous numerical findings of figure 2 on the scaling of \( \Phi(r, \theta = \theta_0) \) is not sufficient to guarantee scaling of the whole potential (and hence of the current), because the angular dependence of \( F(\theta, d) \) is not independent of \( d \).

The third (or higher)-order terms are, in general, dependent on \( d \), but they are very small and except for extreme cases can be neglected. However, they produce small deviations from scaling observed both in figures 2 and 3. Small deviations from scaling of the potential when \( x \gg 2 \text{ nm} \) (we remind the reader that, from §2, \( x = r - R \)) can be seen in figure 2b for small distances (comparable to \( R \)). In figure 3b, we observe the same deviations in current density again for small distances and for very small current in which cases the forbidden region extends up to 2–3 nm from the tip.

The above analysis can be extended to non-spherical surfaces. Actually, if we assume that an arbitrary system of curvilinear coordinates \((u, v, \varphi)\) in which the emitting part of the tip is described by \( u = u_0 = \text{constant} \), then the above analysis of the Laplace equation can be very easily extended to this kind of surfaces. The Laplace equation in curvilinear coordinates with rotational symmetry can be expressed as

\[
\frac{1}{h_u h_v h_\varphi} \frac{\partial}{\partial u} \left( \frac{h_u h_v h_\varphi}{h_u^2} \frac{\partial \Phi}{\partial u} \right) + \frac{1}{h_u h_v h_\varphi} \frac{\partial}{\partial v} \left( \frac{h_u h_v h_\varphi}{h_v^2} \frac{\partial \Phi}{\partial v} \right) = 0, \tag{3.4}
\]

where \( h_i \) are the metric factors (they are functions of \( u, v, \varphi \)). The derivatives with respect to \( v \) are zero on the surface and hence the second term in equation (3.4) is zero. Thus, equation (3.4) becomes

\[
\frac{1}{h_u h_v h_\varphi} \left[ \frac{\partial \Phi}{\partial u} \frac{\partial}{\partial u} \left( \frac{h_u h_v h_\varphi}{h_u^2} \right) + \left( \frac{h_u h_v h_\varphi}{h_v^2} \right) \frac{\partial^2 \Phi}{\partial u^2} \right] = 0.
\]

Reordering the above, we obtain

\[
\frac{\partial^2 \Phi}{\partial u^2} \bigg|_{(u_0, v)} = f(u_0, v) \frac{\partial \Phi}{\partial u} \bigg|_{(u_0, v)}. \tag{3.5}
\]

The above means that if we expand \( \Phi \) near the surface point \((u_0, v_0)\), along a line \( v = v_0 \) (equivalent to a radial line in the spherical case), the second-order coefficient of the Taylor expansion along this line will be proportional to the first-order coefficient and their ratio independent of \( d \). Hence, if the potential is rescaled in order to keep the same first derivative at all distances \( d \), the second order will also scale.

A note on the transmission coefficient \( T \) is worthy here. \( T \) within the WKB approximation is a line integral along the most probable path of the electron in the tunnelling region. In one dimension, this is necessarily a straight line segment, whereas in three dimensions, it is not always straight [10–12]. However, the curvilinear lines \( v = \text{constant} \) are a better approximation to it compared with the straight lines segments [10].

### 4. The field \( \theta \)-dependence

We have till now proved that the ratio of the first-order derivative (electric field) to the second-order derivative at the emitting surface is independent of \( d \) for all \( \theta \). But, both of them are individually dependent on \( \theta \). So, how is this fact consistent with scaling? Here, we can use the experimental observation along with our numerical findings of §3 that scaling with \( d \) works very well when \( d \gg R \) and deteriorates as \( d \) diminishes. When \( d \gg R \), the way the electric field changes with \( \theta \) is unique and independent of \( d \), i.e. \( F(\theta, d) \) is no longer a function of \( d \). This is shown in figure 4 where we plot \( F(\theta)/F(0) \) as a function of \( \theta \) for several \( d \). It can be observed that as \( d \) increases the curves tend to collapse on each other. Hence, by virtue of equation (3.3), scaling only the applied voltage \( V \) scales automatically \( F(0) \) and \( F'(0) \) but also the electric field and its derivative at any other angle \( \theta \). Then, the whole potential to second order remains invariant.

Yet, the degree of collapsing of the curves in figure 4 is not complete except at very large \( d \)-values. In view of this, one would not expect such good scaling of the total current as obtained in reference [1] or as will be shown later in our results. The answer to this apparent contradiction
Figure 4. Ratio of electric field at angle $\theta$ to the vertical one ($\theta = 0$) as a function of the angle $\theta$ for various distances $d$. (Online version in colour.)

Figure 5. Current per unit angle emitted between $\theta$ and $\theta + d\theta$ as a function of $\theta$ for $d = 50$ nm and $V = 26$ V. The maximum is found at $30^\circ$. (Online version in colour.)

lies in the fact that only a small range of values of $\theta$ contribute to the evaluation of the current $I$. This is shown immediately below.

Figure 5 gives the emitted current per unit angle between $\theta$ and $\theta + d\theta$, i.e. $G(\theta) = 2\pi R^2 J(\theta) \sin(\theta)$ (amps per rad). It is clear that the maximum of this quantity occurs not at $\theta = 0$ (where there is maximum $F$ but zero area), but at $\theta = \theta_{\text{max}} = 30^\circ$ (actually $\theta_{\text{max}}$ is $d$-dependent at small $d$). Note that $J(0) = 0.3$ pA nm$^{-2}$, whereas $J(\theta_{\text{max}} = 30^\circ) = 0.19$ pA nm$^{-2}$. From figure 5, we conclude that the total current is determined by the $\theta$ values around $\theta_{\text{max}}$. At these values, $F(\theta, d)/F(0, d)$ is almost independent of $d$.

5. The current-comparison with experiment

Finally, the total current as a function of the applied voltage $V$ is shown in figure 6 as an FN plot for different $d$-values (a) before and (b) after the application of the scaling rule of equation (2.5) with $\theta$ chosen to be $\theta_{\text{max}}$. It is clear that there is a very good degree of scaling analogous to that observed experimentally.
Furthermore, and most importantly, the FN plots collapse while being curved and not straight owing to the nonlinearity of the potential. If the FN plots were straight lines, then there would be nothing to explain as clearly stated in §1. To make this curvature clear, we have drawn the tangent at the highest point of the curves.

The deviations from scaling observed in figure 6 at small $d$ are due to two factors. First, at small distances, the third-order coefficient of the Taylor expansion in equation (3.1) becomes significant and it contributes to the deviation of the electrostatic potential from the scaling behaviour as shown in figures 2 and 3. Note that the I–V characteristics of figure 6 reveal deviations from scaling that are bigger than those found in the J–V characteristics of figure 3. This is attributed to the loss of invariance of the $F(\theta, d)$ on $d$ as shown in figure 4 when $d \sim R$.

Here, a comment is worthwhile regarding the scaling factor used here and that in the experiments in reference [1]. A careful reading of [1] reveals that the scaling factor used there $R(d)$ is associated with our $1/S_{\theta=0}(d)$. However, we have just shown that a better scaling factor (in the sense of producing more collapsing of the I–V curves for different $d$ is the ratio of the electric fields at $\theta = \theta_{\text{max}}$). Therefore, we would assign

$$R_{\text{exp}}(d) = \frac{1}{S_{\theta_{\text{max}}}(d)} = \frac{F(\theta_{\text{max}}, d)}{F(\theta_{\text{max}}, d_0)}. \quad (5.1)$$

Obviously, the scaling variable $V/S_{\theta_{\text{max}}}(d)$ is proportional to the electric field and that is why in figure 6b we have introduced $1/F(\theta_{\text{max}}, d_0)$ as a secondary $x$-axis at the top of the diagram.

6. The power law

In reference [1], apart from the collapsing of the curves under the scaling of the voltage, the following experimental observation has been made: the scaling factor $S(d)$ followed a power law of the form $S(d) = ad^\lambda$, where $a$ is an arbitrary pre-factor, and $\lambda$ is found experimentally to be positive, about 0.2. Our calculations confirm this observation for the intermediate scale of distances. This is shown in figure 7 where we plot in logarithmic scale the scaling function $S(d)$ as a function of $d$. The calculation is done for a conical-like stack of spheres with the radius of the

![Figure 6](http://rspa.royalsocietypublishing.org/)
first sphere equal to $R = 5$ nm, full angle of planar section of cone $\omega = 10^\circ$ and total length of the emitter $L = 326.4$ µm. We observe three regions:

(i) Very small distances $d \ll R$, where the field (and hence the scaling function) follows the parallel-plate capacitor law of $F = V/d$. In the figure, this corresponds to the straight line with slope equal to 1.

(ii) Intermediate distances $R \ll d \ll L$, where a power law is observed as a straight line with a slope of $\lambda = 0.153$.

(iii) Very large distances $d \gg L$, where the variation in $d$ does not affect the electric field and the scaling function is a constant.

The exponent $\lambda$ can be calculated for various configurations. Repeating the calculation of figure 7 for various conical geometries, we find that it depends only on the angle of aperture of the cone. Its numerical values are between 0.137 and 0.165 for apertures $\omega$ between $6^\circ$ and $12^\circ$. The function $\lambda (\omega)$ seems to be increasing almost linearly. These values are in very good agreement with the theoretical analysis done in reference [1] (resulting values 0.14–0.17) on the exponent based on the solution of the Laplacian for a mathematically sharp conical emitter [13]. Our values of $\lambda$ are also close to the experimental values which were found to be concentrated around 0.2 for apertures in the above range of values. The experimental value 0.2 is slightly higher than those given both by the theoretical analysis in reference [1] and our simulation. This small deviation could be attributed to the fact that the experimental tips have their angle increasing as one moves away from the apex, producing an effectively larger angle of aperture and hence a larger $\lambda$.

7. Conclusion

We have theoretically explained the scaling properties of the electrical characteristics of a field-emission tunnelling diode and its breakdown at small distances $d \sim R$. In doing so, we have discovered certain invariance properties of the tunnelling potential. These will be used in a forthcoming publication to derive a generalized FN equation.
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