Thermal conductivity of group-IV semiconductors from a kinetic-collective model
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The thermal conductivity of group-IV semiconductors (silicon, germanium, diamond and grey tin) with several isotopic compositions has been calculated from a kinetic-collective model. From this approach, significantly different to Callaway-like models in its physical interpretation, the thermal conductivity expression accounts for a transition from a kinetic (individual phonon transport) to a collective (hydrodynamic phonon transport) behaviour of the phonon field. Within the model, we confirm the theoretical proportionality between the phonon–phonon relaxation times of the group-IV semiconductors. This proportionality depends on some materials properties and it allows us to predict the thermal conductivity of the whole group of materials without the need to fit each material individually. The predictions on thermal conductivities are in good agreement with experimental data over a wide temperature range.

1. Introduction

A general model able to predict the phonon contribution to thermal conductivity at all ranges of temperature for different materials and device sizes is still an open challenge, and it represents a central topic in current nanotechnology research, where the control of the thermal conductivity is relevant in problems related to thermoelectrical energy conversion or nanorefrigeration. The usual starting point for thermal conductivity modelling is the Boltzmann transport equation (BTE), but deriving a general predictive solution is a tremendous task that at the moment has not been completely achieved.
In order to deal with this, two different strategies are used to obtain some approximate solutions of the BTE: numerical [1–3] and phenomenological models [4–10]. An example of the numerical approach is to combine ab initio calculations for phonon relaxation times with a recursive method of solution for the BTE. This has led to valuable results for semiconductor bulk samples in the temperature range [50–400] K [11,12]. The goal of these works is to obtain thermal conductivity predictions without using any fitting parameters. The main problem for this kind of approach is the computational cost at low temperatures or in reduced size samples.

On the other hand, phenomenological approaches provide simplified expressions for the thermal conductivity based on applying a minimum set of simplifications to the BTE. Their main goal is not to predict accurately experimental values, but to obtain a reasonable approximation that allows us to interpret the results in terms of physical phenomena. One of the most well-known phenomenological models is the one proposed by Callaway [13] (CM), but in the last years some issues related to the prediction of reduced-size samples have led to explore some modifications [5,7,14]. In the work by de Tomas et al. [15] an alternative kinetic-collective model (KCM) is proposed, improving predictions for silicon thermal conductivity. The strong point of this new model is that two different regimes of phonon thermal transport are established depending on the dominance of non-resistive and resistive scattering, which are the collective and the kinetic regime, respectively.

Although CM and KCM seem similar, the more rigorous mathematical treatment of collisions in the second proposal makes it significantly more accurate in its predictions being a more suitable starting point to study phononic thermal transport in crystals. These mathematical differences have also important consequences on the phenomenological description of this transport phenomena. The model is not only a useful tool to predict thermal conductivity of different shape, size or isotopic composition samples but also gives insight into the physics underlying phonon–phonon interactions in thermal transport. The agreement with experimental data from bulk to nanoscale silicon samples in the whole range of temperatures is remarkable [15]. This good result for silicon has motivated us to check the robustness of the model by applying it to other materials than Si.

It is widely believed that the inclusion of adjustable parameters in a phenomenological model to fit individual samples shows the lack of predictive power of this kind of model. In order to demonstrate its correctness, prediction of samples different from that fitted by only changing calculable parameters is needed. One example of this is to predict isotopically rich samples from natural abundance samples by only changing the mass defect term from isotopic abundances [4,16,17]. Here, we want to go a step further in this kind of approach and aim to predict the thermal conductivity of a set of samples of several materials and isotopic abundances by fitting only one sample and calculating the rest. This global approach, and the large reduction in the fitting parameters, will stress the accuracy of KCM predictions. In order to focus only on the phonon relaxation times and dismiss the effects coming from the crystal structure, we have studied diamond-like crystals, specifically the family of group-IV semiconductors: diamond (C), silicon (Si), germanium (Ge) and grey tin (α-Sn).

The layout of this paper is as follows. In §2, the KCM is summarized. In §3, relaxation times are discussed and we present theoretical relations to calculate the parameters involved in phonon–phonon relaxation time expressions. In §4, we present the dispersion relations, density of states and specific heat of group-IV semiconductors. In §5, we show the thermal conductivity prediction of a set of nine samples of group-IV semiconductors with different isotopic compositions and we discuss the results.

2. Kinetic-collective model

According to de Tomas et al. [15], in the KCM the trade-off between non-resistive and resistive scattering events will determine the behaviour of the phonon collectivity. This leads to establish two limiting behaviour regimes: (i) the kinetic regime, when resistive scattering dominates over
non-resistive scattering. In this regime, each phonon contributes independently to the heat flux, that is each phonon participating in thermal transport collides individually, without affecting the remaining phonons. Then, the thermal conductivity in this regime \( \kappa_{\text{kin}} \) is obtained as the usual kinetic equation

\[
\kappa_{\text{kin}} = \frac{1}{3} \sum_j \int \hbar \omega_j \tau_{R,\alpha} v_{g,\alpha}^2 \frac{\partial f_0^0}{\partial T} D(\omega_j) \, d\omega_j, \tag{2.1}
\]

where the subindex \( \alpha \equiv (j, \omega) \) stands for the phonon branch index \( j \) and frequency \( \omega \), \( \hbar \) is the Planck constant, \( f_0^0 \) the equilibrium phonon distribution given by the Bose–Einstein distribution function, \( T \) the temperature, \( D(\omega_j) \) the density of states, \( v_{g,\alpha} \) group velocity and \( \tau_{R,\alpha} \) the total resistive relaxation time accounting for all the resistive scattering events obtained as indicated in §3. (ii) The collective regime, when non-resistive or normal scattering dominates over resistive scattering. In this regime, phonons behave as a collectivity, because the main role of normal scattering is redistributing the conserved momentum among all the phononic modes. Then, any collision (resistive or not) suffered by a phonon of the collectivity affects the remaining phonons. Then, the thermal conductivity in this regime \( \kappa_{\text{coll}} \) is

\[
\kappa_{\text{coll}} = \frac{1}{3} \sum_j \int \hbar \omega_j \tau_{R,\alpha} (\frac{\partial f_0^0}{\partial T}) D(\omega_j) \, d\omega_j, \tag{2.2}
\]

where \( \phi \) is the phonon wavevector.

Finally, the total phonon thermal conductivity \( \kappa \) accounts for the transition from one limiting regime to the other, going through all possible intermediate regimes, and it is given by

\[
\kappa = \kappa_{\text{kin}} (1 - \Sigma) + \kappa_{\text{coll}} F(L_{\text{eff}}) \Sigma, \tag{2.3}
\]

where

\[
\Sigma = \left[ 1 + \frac{\left\langle N \right\rangle}{\left\langle R \right\rangle} \right]^{-1} \tag{2.4}
\]

is a switching factor weighting the relative importance between resistive and normal scattering. \( \Sigma \) takes values in the range \([0, 1]\) depending on the averages of normal \( \left\langle N \right\rangle \) and resistive \( \left\langle R \right\rangle \) relaxation times. The averaged relaxation times are calculated as

\[
\left\langle \tau_i \right\rangle = \frac{\sum_j \int \hbar \omega_j \tau_{i,\alpha} (\frac{\partial f_0^0}{\partial T}) D(\omega_j) \, d\omega_j}{\sum_j \int \hbar \omega_j (\frac{\partial f_0^0}{\partial T}) D(\omega_j) \, d\omega_j}, \tag{2.5}
\]

with the subindex \( i \) indicating resistive \( R \) or normal \( N \) relaxation time. Note that the denominator in equation (2.5) is in fact the total heat capacity. If resistive processes dominate over normal scattering \( \left\langle N \right\rangle \ll \left\langle R \right\rangle \), then \( \Sigma \to 0 \) and \( \kappa \to \kappa_{\text{kin}} \). Otherwise, normal scattering dominates and \( \left\langle R \right\rangle \gg \left\langle N \right\rangle \), then \( \Sigma \to 1 \) and \( \kappa \to \kappa_{\text{coll}} \). Note that in spite of the effect of the normal scattering, thermal conductivities \( \kappa_{\text{kin}} \) and \( \kappa_{\text{coll}} \) include only resistive collisions through \( \tau_R \) and normal scattering is included only in the switching factor \( \Sigma \). Then, the main difference between \( \kappa_{\text{kin}} \) and \( \kappa_{\text{coll}} \) does not lie in the used relaxation times but in the way they are averaged in each term.

In the collective term of equation (2.3), there is also a form factor \( F(L_{\text{eff}}) \) depending on the effective size of the sample \( L_{\text{eff}} \). The form factor is required in the collective regime to account for surface effects and the geometry of the system due to hydrodynamics considerations and it is detailed in [15,18]. As shown in a previous work [15], \( F(L_{\text{eff}}) \to 0 \) when the phonon mean-free path is much larger than the effective length of the sample. If the size of the sample were small enough to give \( \ell \gg L_{\text{eff}} \), even when normal scattering is dominating the transport, the collective regime would be suppressed. However, this happens at small enough effective sizes, such as \( L_{\text{eff}} \ll 30 \text{ nm} \), where phonon confinement is expected to appear [15]. In that case, the model should be modified to account for such quantum effects. The special case of materials with quantized transverse direction, like graphene, can be considered as two-dimensional bulk systems with in-plane heat propagation, then \( L_{\text{eff}} \) should not be calculated as the thickness of the film, but as the layer in-plane width.
Here, as we are dealing with bulk samples, \( F(I_{\text{eff}}) \rightarrow 0 \) only in the temperature interval where the boundary scattering dominates, we are therefore in the kinetic regime and this term does not mask the final thermal conductivity. Moreover, the geometry and shape of the material is considered in the model through the effective length \( L_{\text{eff}} \), as it is calculated through a geometric integral according to Zhang [19]. Results for cylindrical wires, square-section wires and thin-films are reported by de Tomas et al. [15].

### 3. Relaxation times

Phonon scattering mechanisms can be classified depending on its resistive or non-resistive nature. Resistive scatterings are those where momentum is not conserved during the collision, therefore they contribute to heat flux resistivity. There are three main resistive mechanisms as follows:

1. Phonon scattering against the system boundaries. Here, we use the well-known expression for the relaxation time proposed by Casimir [20]

   \[
   \tau_{B,\alpha}^{-1} = \frac{v_{g,\alpha}}{L_{\text{eff}}},
   \]

   where \( L_{\text{eff}} = 1.12 \sqrt{A} \) is the effective size for samples with square cross-section \( A \). Values of sample sizes considered here appear in Table 1.

2. Phonon scattering against impurities present in the sample. It is described with the widely used expression [24,25]

   \[
   \tau_{U,\alpha}^{-1} = \left( \frac{V I}{4\pi v_{g,\alpha}^3} \right) \omega_j^4
   \]

   being \( V \) the atomic volume and \( I = \sum_i c_i (\Delta M/M)^2 \) the mass-fluctuation factor, with \( c_i \) the isotopic fraction. Calculated values of \( I \) for the set of samples appear in Table 1.

3. Phonon–phonon umklapp scattering (U-processes). The dependence of U-processes with frequency and temperature has been widely discussed [26–28]. Here, we keep the expression

   \[
   \tau_{U,\alpha} = \frac{\exp(\Theta_U/T)}{B_U \omega_j^4 T [1 - \exp(-3T/\Theta_D)]}
   \]

   tested on silicon in a previous work, where \( \Theta_D \) is the Debye temperature and \( \Theta_U \) is the umklapp extinction temperature calculated from the dispersion relations [15].

### Table 1. Values of mass-fluctuation \( I \), cross-section \( A \) and effective size \( L_{\text{eff}} \) for natural occurring and isotopically enriched Si, Ge, C and \( \alpha\)-Sn samples.

<table>
<thead>
<tr>
<th>sample</th>
<th>( I )</th>
<th>( A (\text{mm}^2) )</th>
<th>( L_{\text{eff}} (\text{mm}) )</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{28}\text{Si} )</td>
<td>( 3.2 \times 10^{-7} )</td>
<td>( 2.00 \times 3.12 )</td>
<td>( 2.8 )</td>
<td>[21]</td>
</tr>
<tr>
<td>( ^{70}\text{Ge} )</td>
<td>( 1.53 \times 10^{-3} )</td>
<td>( 2.02 \times 2.00 )</td>
<td>( 2.25 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{99.99}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{96.3}\text{Ge} )</td>
<td>( 7.57 \times 10^{-5} )</td>
<td>( 2.50 \times 2.50 )</td>
<td>( 2.8 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{76}\text{Ge} )</td>
<td>( 1.53 \times 10^{-3} )</td>
<td>( 2.02 \times 2.00 )</td>
<td>( 2.25 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{99.99}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{96.3}\text{Ge} )</td>
<td>( 7.57 \times 10^{-5} )</td>
<td>( 2.50 \times 2.50 )</td>
<td>( 2.8 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{76}\text{Ge} )</td>
<td>( 1.53 \times 10^{-3} )</td>
<td>( 2.02 \times 2.00 )</td>
<td>( 2.25 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{99.99}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{96.3}\text{Ge} )</td>
<td>( 7.57 \times 10^{-5} )</td>
<td>( 2.50 \times 2.50 )</td>
<td>( 2.8 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{76}\text{Ge} )</td>
<td>( 1.53 \times 10^{-3} )</td>
<td>( 2.02 \times 2.00 )</td>
<td>( 2.25 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{99.99}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}_{96.3}\text{Ge} )</td>
<td>( 7.57 \times 10^{-5} )</td>
<td>( 2.50 \times 2.50 )</td>
<td>( 2.8 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{76}\text{Ge} )</td>
<td>( 1.53 \times 10^{-3} )</td>
<td>( 2.02 \times 2.00 )</td>
<td>( 2.25 )</td>
<td>[17]</td>
</tr>
<tr>
<td>( ^{70}\text{Ge} )</td>
<td>( 1.8 \times 10^{-7} )</td>
<td>( 2.20 \times 2.50 )</td>
<td>( 2.63 )</td>
<td>[17]</td>
</tr>
</tbody>
</table>
The total resistive scattering rate $\tau_{R,\alpha}^{-1}$ is calculated through the Mathiessen rule

$$\tau_{R,\alpha}^{-1} = \tau_{B,\alpha}^{-1} + \tau_{I,\alpha}^{-1} + \tau_{U,\alpha}^{-1}.$$  \hfill (3.4)

Regarding non-resistive or normal scattering processes (N-processes), they do not contribute to heat flux resistivity because momentum is conserved during the collision. For N-processes, we also use

$$\tau_{N,\alpha} = \frac{1}{B_N T} + \frac{1}{B_N T^3 \omega_j^2 [1 - \exp(-3T/\Theta_D)]},$$  \hfill (3.5)

according to de Tomas et al. [15].

Expressions (3.3) and (3.5) agree to those provided by Ward & Broido [27] obtained by ab initio calculations in the temperature range 50–300 K where they compare to experimental data. Note that all the scattering rates depend on phonon mode, either directly through the frequency in (3.2), (3.3) and (3.5) or indirectly through the group velocity $v_{g,\alpha}$ in (3.1) and (3.2), which has different values for each mode.

(a) Relations between phonon–phonon relaxation times expressions

The exact functional form of $\tau_U$ and $\tau_N$ (let us drop the subindex $\alpha$ here and onward for the sake of simplicity) is a matter of great discussion. However, it is known that relaxation times exhibit a behaviour $\tau_{U/N}^{-1} \approx B_0 \omega^a T^b$, where the dependence on frequency and temperature relies on empirical values of the exponents $a$ and $b$, and the presence of an adjustable parameter $B$ is required. Generally, $B$ parameters have appeared in the literature as fitting parameters forgetting the information they may hide. In an early work by Leibfried & Schlömann [29], a semiempiric expression to calculate $B_U$ and $B_N$ in terms of a material’s properties with the dependence on frequency and temperature appears for the first time. Later recovered by Morelli et al. [4], this expression is written for both parameters as

$$B_{U/N} \approx \left( \frac{K_B}{\hbar} \right)^b \frac{2^\gamma \hbar^2 V(a+b-2)/3}{M v_g^{(a+b)}};$$  \hfill (3.6)

where $K_B$ is the Boltzmann constant, $\hbar$ the Planck constant, $\gamma$ the Grüneisen parameter and $M$ the atomic mass, being $a$ and $b$ the exponents of frequency and temperature, respectively. This expression can be used to relate the parameters of different materials.

In our specific case for Umklapp scattering, we have from equation (3.3)

$$\tau_U^{-1} \propto \omega^4 T^1;$$  \hfill (3.7)

therefore $a = 4$ and $b = 1$ (fulfilling the condition $a + b = 5$). Then, entering these exponents in equation (3.6), we have

$$B_U = \frac{K_B \gamma^2 V}{M v_g^5}, \quad (s^3 K^{-1}).$$  \hfill (3.8)

Analogously, for normal scattering we have from equation (3.5): (i) at low temperatures

$$\tau_N^{-1} \propto \omega^2 T^3;$$  \hfill (3.9)

therefore $a = 2$ and $b = 3$ (fulfilling again the condition $a + b = 5$). Then, entering these exponents in equation (3.6), we have

$$B_N = \frac{K_B^3 \gamma^2 V}{\hbar^2 M v_g^7}, \quad (s K^{-3}),$$  \hfill (3.10)

and (ii) at high temperatures, where the condition $a + b = 5$ is no longer valid, since $\tau_N$ should follow a $T^{-1}$ law [26], we have

$$\tau_N^{-1} \propto \omega^0 T^1;$$  \hfill (3.11)
them and express B_0, atomic mass M, atomic volume V, mean zone-centre velocity v and umklapp extinction temperature Θ_U.

<table>
<thead>
<tr>
<th>material</th>
<th>Θ_D (K)</th>
<th>M (g mol⁻¹)</th>
<th>V (m³)</th>
<th>v (m s⁻¹)</th>
<th>Θ_U (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>645</td>
<td>28.086</td>
<td>20.01 × 10⁻¹⁻³</td>
<td>6272</td>
<td>126</td>
</tr>
<tr>
<td>Ge</td>
<td>375</td>
<td>72.63</td>
<td>22.75 × 10⁻¹⁻³</td>
<td>3923</td>
<td>70</td>
</tr>
<tr>
<td>C</td>
<td>1850</td>
<td>12</td>
<td>5.67 × 10⁻¹⁻³</td>
<td>13746</td>
<td>405</td>
</tr>
<tr>
<td>α-Sn</td>
<td>230</td>
<td>118.69</td>
<td>34.05 × 10⁻¹⁻³</td>
<td>2769</td>
<td>37</td>
</tr>
</tbody>
</table>

Therefore a = 0 and b = 1. Then, entering these exponents in equation (3.6), we have

\[ B_N' = \frac{K_B V^2}{M v_g V_1/3}, \quad (s^{-1} K^{-1}). \]  

(3.12)

Note that B_U, B_N and B_N' are frequency and temperature independent (they depend on T only indirectly through the group velocity and the Grüneisen parameter), although they have dimensions of time and temperature. Moreover, their units and magnitudes are different since they belong to different scattering rate functional forms. As K_B and h are constants, we can drop them and express B_U and B_N depending only on material’s properties γ, v_g, V and M, then they exhibit the same dependence on these properties and we can relate their values between different materials using the same conversion factor f_x in equation (3.13).

Expression (3.6) allows to express the B parameters of our set of materials in terms of the values of one of them. We take Si as the reference material. First, we have to obtain the values B_{U, Si}, B_{N, Si} and B_{N, Si}' that provide the best fit for naturally occurring Si (α-Si). Then, we calculate the respective values for the other materials as B_{U/N,x} = f_x B_{U/N, Si} and B_{N,x}' = f_x' B_{N, Si}', where x denotes the material, being

\[ f_x = \frac{[γ^2 V/M v^5]_x}{[γ^2 V/M v^5]_Si} \quad \text{and} \quad f_x' = \frac{[γ^2 V/M v^1/3]_x}{[γ^2 V/M v^1/3]_Si} \]  

(3.13)

the conversion factors for the low- and high-temperature parameters, B_{U/N} and B_{N}', respectively. Calculated values of f_x and f_x' are given in table 3 using the values γ, v_g, V and M, which are characteristic of each material, appearing in table 2. The same mean value γ = 0.7 can be used for all the group-IV materials considered here, as indicated by Ehrenreich et al. [30]. For v_g, we calculate the mean value at the zone-centre of the Brillouin zone from dispersion relations using \( v = [2/3 v_T + 1/3 v_L]^{-1} \), the obtained values are shown in table 2 and are in very good agreement with both experimental and other theoretical calculations [12], V and M are standard values in the literature.

4. Group-IV semiconductors: dispersion relations and specific heat

The family of group-IV semiconductors consists on four elements with diamond-like crystal structure. This is, diamond (C), silicon (Si), germanium (Ge) and grey tin (α-Sn).

In order to predict their dispersion relations, we have used the Bond-charge Model (BCM), because it gives very accurate predictions for this kind of materials with a minimum set of parameters [31]. In figures 1a–4a, we show the obtained dispersion relations for each material and we compare them with data from neutron scattering experiments. It can be seen that the predictions give very good agreement with data. Particularly, transversal acoustic phonon branches close to the border of the Brillouin zone are very well reproduced. In figures 1b–4b, we show the corresponding density of states for each material. Another important characteristic of each material arising from dispersion relations is the Debye temperature Θ_D. The higher phonon
Figure 1. Phonon dispersion relations and density of states for diamond (C). (a) Solid lines: theoretical dispersion relations obtained with the BCM, where the $x$-axis indicates $q$ values along the high-symmetry directions of the Brillouin zone. Symbols: data from neutron scattering experiments [32]. (b) Density of states calculated from BCM dispersion relations.

Figure 2. Phonon dispersion relations and density of states for silicon (Si). (a) Solid lines: theoretical dispersion relations obtained with the BCM, where the $x$-axis indicates $q$ values along the high-symmetry directions of the Brillouin zone. Symbols: data from neutron scattering experiments [33]. (b) Density of states calculated from BCM dispersion relations.

Figure 3. Phonon dispersion relations and density of states for germanium (Ge). (a) Solid lines: theoretical dispersion relations obtained with the BCM, where the $x$-axis indicates $q$ values along the high-symmetry directions of the Brillouin zone. Symbols: data from neutron scattering experiments [33]. (b) Density of states calculated from BCM dispersion relations.
Figure 4. Phonon dispersion relations and density of states for grey tin ($\alpha$-Sn). (a) Solid lines: theoretical dispersion relations obtained with the BCM, where the $x$-axis indicates $q$ values along the high-symmetry directions of the Brillouin zone. Symbols: data from neutron scattering experiments [34]. (b) Density of states calculated from BCM dispersion relations.

Figure 5. Temperature dependence of the specific heat $C_v$ of group-IV semiconductors. Debye temperature $\Theta_D$ can be read from the grid for each material (1850 K for C, 645 K for Si, 375 K for Ge and 230 K for $\alpha$-Sn). (Online version in colour.)

branches are in frequency, the higher $\Theta_D$ is expected. It is worthy then to calculate the specific heat $c_v$ from the obtained dispersion relations for each material and check the arising values of $\Theta_D$. As the heat capacity is

$$C_v = \sum_j \int \hbar \omega_j \frac{\partial f_0}{\partial T} D(\omega_j) \, d\omega_j,$$

the molar specific heat is then calculated from equation (4.1). Calculated molar specific heat for C, Si, Ge and $\alpha$-Sn are shown in figure 5. In the plot, the Debye temperature for each material has been marked and the values are reported in figure 5 and in table 2. Note that the values are chosen to keep proportional between them and correspond to tabulated values in literature.

5. Thermal conductivity calculations

We have first calculated the thermal conductivity of $^{\text{na}}$Si using equation (2.3) using the relaxation times given in §3 and the full dispersion relations computed in §4. The values of the normal and Umklapp relaxation times parameters providing the best fit to $^{\text{na}}$Si experimental data are
Thermal conductivity (W m\(^{-1}\) K\(^{-1}\))

<table>
<thead>
<tr>
<th>28Si model</th>
<th>3C model</th>
<th>naSn model</th>
<th>naGe model</th>
<th>70Ge96.3 model</th>
<th>70Ge99.99 model</th>
</tr>
</thead>
<tbody>
<tr>
<td>kinetic naSn</td>
<td>collective naSn</td>
<td>kinetic naGe</td>
<td>collective naGe</td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.** Conversion factors \(f_x\) and \(f'_x\) calculated from equations (3.13) for each material.

<table>
<thead>
<tr>
<th>parameter</th>
<th>factor</th>
<th>(\alpha)-Sn</th>
<th>Ge</th>
<th>Si</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B_{U/N})</td>
<td>(f_x)</td>
<td>24.01</td>
<td>4.60</td>
<td>1</td>
<td>0.013</td>
</tr>
<tr>
<td>(B'_N)</td>
<td>(f'_x)</td>
<td>0.45</td>
<td>0.59</td>
<td>1</td>
<td>1.158</td>
</tr>
</tbody>
</table>

\(B_{U,\text{Si}} = 2.8 \times 10^{-46} \text{ s}^3 \text{ K}^{-1}\), \(B_{N,\text{Si}} = 2.2 \times 10^{-23} \text{ s} \text{ K}^{-3}\) and \(B'_{N,\text{Si}} = 3.7 \times 10^8 \text{ s}^{-1} \text{ K}^{-1}\). The resulting \(\kappa\) is shown in figure 6a together with measurements from Inyushkin et al. [21]. Secondly, we have calculated \(\kappa\) for the other naturally occurring samples using the conversion factors given in table 3 to calculate the \(B\) parameters as explained in §3a. The obtained \(\kappa\) for naGe, naGe and naSn is shown in figure 6b–d, respectively, and compared with experimental data from Asen-Palmer et al. [17] for germanium and from Onn et al. [22] for diamond. Thermal conductivity prediction for naturally occurring \(\alpha\)-Sn awaits experimental evidence.

Finally, the isotopic effect on thermal conductivity is also considered. The thermal conductivity of isotopically enriched samples (\(^{13}\)C, 28Si, 70/76Ge, 70Ge99.99 and 70Ge96.3) is calculated in each case by only changing the value of \(\Gamma\) and \(L_{\text{eff}}\) for the corresponding ones reported in table 1. The predictions are shown in figure 6a–c and compared with experimental data from [17,21,23].
These results are better than expected, as it is known that some of the materials properties (like $V$ or $\gamma$) may depend on $T$. This may lead to consider that our phenomenological expressions are only valid to obtain general trends in the behaviour of $\kappa$. However, the agreement between our theory and the experiments is remarkably good. Note that we have not considered the effect of dislocations in $^{70}$Ge99.99 and unknown impurities in naC reported by their authors in each case. These are the only samples where the predictions slightly differ from experiments in the temperature region where $\kappa$ exhibits the peak and these effects are expecting to affect the peak.

Also plotted in figure 6 are the kinetic and the collective limit for natural occurring samples (naSi, naC, naGe and naSn). From them, it can be seen that as $T$ rises, $\kappa$ makes a transition from a purely kinetic to a collective behaviour. At low temperatures, resistive boundary scattering is dominant and consequently thermal transport is kinetic. As temperature increases, normal scattering is starting to be important and the collective behaviour appears making the total thermal conductivity separate from a pure kinetic regime. The importance of the collective contribution is the same for all the samples. The only difference between them is the temperature at which this behaviour begins to be experienced. The insufficient attention to this transition in usual theoretical models may be the cause for the difficulties in trying to obtain the same predictions by using the CM. Although CM and KCM give the same results in the limits $\Sigma = 1$ or $\Sigma = 0$ [15], the transition happening in the KCM provides significantly different results.

From these results, it can be deduced that usual relaxation times expressions are good enough to calculate thermal conductivity, and that some of the issues when fitting experimental values could be related to the phenomenological model.

6. Concluding remarks

In conclusion, we have shown that using a KCM, the thermal conductivity can be predicted for a group of samples of several materials without additional fitting parameters. The model allows to interpret the behaviour of the thermal conductivity as a transition from a kinetic to a collective regime. The transition happens as normal scattering gains importance versus resistive scatterings. The results can shed light to the understanding of the phonon–phonon interaction in this kind of samples.
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