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1. Introduction

Reliable and precise information on the location of resonances is very hard to obtain. While numerical approximations are widely used in physics, so far there has been no way to show that they produce results near, or not near, true resonances. The reason is that computations of complex eigenvalues in the presence of continuous spectrum are not backed up by any convergence results. This paper presents a new method that, for the first time, permits one to locate resonances with absolute certainty and high accuracy and, at the same time, to show that numerical approximations fail to lie near true resonances. We provide new and reliable information on the oscillatory behaviour of the real parts of certain resonance strings and on the threshold beyond which it occurs.

The key ingredient in our method is interval arithmetic. It allows us to carry out every computational step with absolute accuracy by operating on intervals rather than on numbers. Remarkably, this theoretical idea has had convincing impact in different practical physical applications recently: to control the stability of difficult nonlinear systems in robotics to navigate a sailboat autonomously over a distance of 100 km (see [1]); to perform rigorous global optimization of impulsive planet-to-planet transfer (see [2]) or to rigorously govern the long-term stability in particle accelerators (see [3]).

In this paper, we demonstrate the efficacy of interval approaches for the computation of resonance enclosures and exclosures with absolute certainty. The power of our method is substantiated by the fact that it can be applied to definitely settle a more than 30 year old controversy in [4,5] which could not be resolved by any other method before.

In connection with auto-ionizing resonances of atoms and molecules lying above a ionization threshold, Moiseyev et al. [6] studied resonances of the Sturm–Liouville problem

\[-y''(x) + \frac{2\mu}{h^2} \left((0.5x^2 - 0.8)e^{-x^2/10} + 0.8 - \epsilon\right)y(x) = 0, \quad x \in \mathbb{R}. \tag{1.1}\]

A first resonance was suggested to lie near 2.124 − 0.0185i (with $\mu/h^2$ set to 1); moreover, one bound state was proposed to lie near 0.5. The resonance was found by complex scaling of the self-adjoint Hamiltonian and approximation using a variational principle with 10 real Gauss-type basis functions for the scaled Hamiltonian. Because the latter is no longer self-adjoint, the authors pointed out that further exploration is needed to obtain information on the true position of a nearby resonance.

In the two subsequent papers [4] and the more detailed version [7], Rittby et al. combined complex scaling with some Weyl-type analysis and numerical integration methods to compute 44 resonance approximations, including approximations for the first resonance and bound state suggested in [6]; the second resonance therein was further studied by Engdahl & Brändas in [8] by computing lower bounds for norms of Riesz projections. The main conclusion of [4,7] is that there exists a complex threshold $\epsilon_{\text{thresh}}$ with $\text{Re}(\epsilon_{\text{thresh}}) > 0$, $\text{Im}(\epsilon_{\text{thresh}}) < 0$ such that all resonance approximations of (1.1) satisfy $\text{Re}(\epsilon) \leq \text{Re}(\epsilon_{\text{thresh}}) \sim 4.68$ and beyond this threshold, i.e. for $\text{Im}(\epsilon) < \text{Im}(\epsilon_{\text{thresh}}) < 0$, their real parts exhibit a certain oscillatory behaviour.

Shortly after the publication of [4] and the submission of [7], Korsch et al. announced in [5, comment] that they had computed a different set of resonance approximations beyond the threshold which did not exhibit any oscillatory behaviour, whereas their earlier computations of lower resonances in [9] had not shown such a disagreement. They used a complex-rotated Milne method and they believed to have backed up their computations by some WKB approximations. Korsch et al. concluded that the results of Rittby et al. for higher resonances were incorrect; they conjectured this might be due to numerical instabilities or to the too limited range $0 < \theta < \pi/4$ of angles in the complex scaling method in [4,7].

In an immediate reply (see [10, reply to comment]), Rittby et al. [5] defended their results and attributed the discrepancies of the results to wrongly chosen outgoing boundary conditions. They argued that the asymptotic solutions of the complex Riccati equation associated with (1.1) undergo a dramatic change when $\theta$ passes the critical value $\theta_{\text{crit}} = \pi/4$ of the potential in (1.1)
and hence the rotation angle $\theta = 50^\circ$ used by Korsch et al. was too large. Because of this and the stability of the computations in [4,7] against variations of the rotation angle $\theta$, Rittby et al. [4,7] believed to have found approximations to true resonances. About 10 years later, Andersson corroborated the arguments and conclusions of Rittby et al. by a careful multiple-transition point WKB analysis and explained the failure of the complex-rotated Milne method of Korsch et al. by semi-classical theory in [11].

Almost 20 years after the 1982 dispute, the resonance problem (1.1) was studied as an example in two papers in the mathematical literature. In [12], for more general classes of exponentially decaying potentials, Brown et al. developed a resonance-finding procedure for resonances close to points of spectral concentration on the real axis. This method relies on analytic continuation of the Weyl–Titchmarsh function rather than on complex scaling and was first used by Hehenberger et al. [13] in numerical computations for the Stark effect. As an example, Brown et al. computed approximations to the first three resonances of (1.1) which were very close to the ones found in [7]; note that $\mu/h^2 = 1$ in [7] and that the potential $q$ and spectral parameter $\lambda$ in [12] are related to the potential $V$ and spectral parameter $\epsilon$ in (1.1) by

$$q(x) = (x^2 - 1.6)e^{-x^2/10} = \frac{h^2}{\mu} V(x) - 1.6, \quad \lambda = \frac{2\mu}{h^2}(\epsilon - 0.8).$$

Not long after, Abramov et al. [14] proved some global analytical bounds for resonances for various classes of potentials. They combined complex scaling with operator theoretic techniques such as numerical ranges and Birman–Schwinger type arguments. Moreover, for the particular case of (1.1), they also performed numerical computations. The analytical results in [14] supported the conjecture of Rittby et al. that a wrong asymptotic boundary condition was used by Korsch et al. [5]. The numerical results of [14] reproduced the resonances found in [4,7] and they suggested three pairs of additional resonances. Each pair consists of an even and an odd resonance so close to each other that they could not be computed accurately. These new resonance pairs may be related to the oscillatory behaviour of the real parts; because two of these pairs satisfy $-9.57 < \text{Im}(\epsilon_{\text{thresh}}) < \text{Im}(\epsilon) < 0$.

As it was rightly put in [14], none of the above methods for finding resonances can be used to locate them accurately, but there is clear evidence that they exist. Moreover, none of these methods allows for a proof that a numerically computed candidate for a resonance is not near any true resonance.

The method presented here permits us to settle both questions definitely and adds new information on the threshold beyond which oscillatory behaviour of the real parts of resonances occurs. We prove that the 44 numerical approximations of resonances from [4,7] do lie near true resonances and that the numerical approximations labelled 16–28 in [5] do not lie near true resonances. Moreover, we prove that two of the additional pairs of resonances conjectured in [14] do exist. Our provably correct computations are based on a combination of two key tools, the argument principle on the analytic side and interval arithmetic on the computational side.

Briefly, our approach is as follows. By means of complex scaling $x \to e^{i\theta}x$ with $\theta \in [0, \pi/4)$, the resonances $\epsilon$ of (1.1) are given in terms of the eigenvalues $z = e^{2i\theta}(2\epsilon - 1.6)$ of a Sturm–Liouville problem on $\mathbb{R}$ with complex potential. These eigenvalues can be characterized as the zeros of an analytic function $\Delta$. Hence, their number in a rectangle $R_0$ can be counted by means of the argument principle. On the other hand, we can compute the contour integral in the argument principle in interval arithmetic, using a code based on the software library VNODE developed by Nedialkov et al. [15]. Roughly speaking, this means that all computations, from adding numbers up to integration, amount to working with two-sided estimates; e.g. the sum of two real numbers $a \in [a_1, a_2]$ and $b \in [b_1, b_2]$ is the interval $[a_1 + b_1, a_2 + b_2]$ which is guaranteed to contain $a + b$ (see [16, §2] for a more detailed description). If we obtain that

$$\frac{1}{2\pi i} \int_{\mathcal{R}_0} \frac{\Delta'(z)}{\Delta(z)} \, dz \in [c_1, c_2] \quad \text{and} \quad [c_1, c_2] \cap N_0 = \{n_0\},$$

(1.2)
then there are precisely \( n_0 \) eigenvalues of the complex-scaled Hamiltonian in the rectangle \( \mathcal{R}_0 \) and hence precisely \( n_0 \) resonances in the rotated rectangle \( e^{-2i\theta} \mathcal{R}_0 \).

Our method is the first, in both physical and mathematical literature, that accomplishes the following three different tasks:

1. Enclose resonances with prescribed accuracy, by choosing the size of the rectangle accordingly small and achieving \( n_0 = 1 \).
2. Exclude resonances in certain rectangles by achieving \( n_0 = 0 \).
3. Check if the number of resonances in a rectangle of arbitrary size computed with unreliable methods is correct by checking if it coincides with \( n_0 \).

2. Complex scaling and lack of analytic information

There are various mathematical definitions of resonances and different methods to study them; for details, we refer to the comprehensive review articles by Simon [17], Siedentop [18] and Harrell [19]. Here, we use the method of complex scaling where resonances are characterized as eigenvalues of certain non-self-adjoint Schrödinger operators.

As an example, we consider the spectral problem (1.1), with \( \mu/\hbar^2 = 1 \) for the sake of simplicity. If we set \( \lambda := 2\epsilon - 1.6 \), it is easy to see that (1.1) is equivalent to the spectral problem

\[
y''(x) + (x^2 - 1.6)e^{-x^2/10}y(x) - \lambda y(x) = 0, \quad x \in \mathbb{R},
\]

for the linear operator \( L \) in the Hilbert space \( L_2(\mathbb{R}) \) given by

\[
D(L) := W_2^2(\mathbb{R}) := \{ y \in L_2(\mathbb{R}) : y', y'' \in L_2(\mathbb{R}) \},
\]

\[
(Ly)(x) := -y''(x) + (x^2 - 1.6)e^{-x^2/10}y(x);
\]

note that \( W_2^2(\mathbb{R}) \) is the closure of \( C_0^\infty(\mathbb{R}) \) with respect to the norm of \( W_2^2(\mathbb{R}) \) given by \( \| y \|_{2,2} := (\| y \|_2^2 + \| y' \|_2^2 + \| y'' \|_2^2)^{1/2} \), where \( y', y'' \) denote the weak derivatives and \( \| \cdot \|_2 \) denotes the norm of \( L_2(\mathbb{R}) \) ([20, ch. V]).

According to the method of complex scaling ([21,22], [23, §5] and also [24]), for every \( \theta \in [0, \pi/4) \), the spectral problem (2.1) is equivalent to the spectral problem for the operator \( H_\theta \) in \( L_2(\mathbb{R}) \) given by \( D(H_\theta) = W_2^2(\mathbb{R}) \) and

\[
(H_\theta y)(x) := -y''(x) + q_\theta(x)y(x) = zy(x), \quad x \in \mathbb{R}, \quad z := e^{2i\theta} \lambda,
\]

with complex-valued potential

\[
q_\theta(x) := e^{2i\theta}(e^{2i\theta}x^2 - 1.6)e^{-e^{i\theta}x^2/10}, \quad x \in \mathbb{R}.
\]

Hence, \( z \) is an eigenvalue of (2.2) if and only if \( \lambda = e^{-2i\theta}z \) is a resonance of (2.1) or, equivalently, if \( \epsilon = (\lambda + 1.6)/2 = (e^{-2i\theta}z + 1.6)/2 \) is a resonance of (1.1).

Because \( q_\theta \) is even, the spectral problem (2.2) for the operator \( H_\theta \) is equivalent to the two spectral problems

\[
y''(x) + q_\theta(x)y(x) = zy(x), \quad x \in [0, \infty), \quad y(0) = 0 \tag{2.4}
\]

and

\[
y''(x) + q_\theta(x)y(x) = zy(x), \quad x \in [0, \infty), \quad y'(0) = 0 \tag{2.5}
\]

for the operators \( H^D_\theta \) and \( H^N_\theta \) induced by the differential expression \( \tau_\theta y := -y'' + q_\theta y \) in \( L_2([0, \infty)) \) with Dirichlet and with Neumann boundary condition, respectively. This was proved in [12, §5] using the Weyl–Titchmarsh function. For eigenvalues, this follows from the following elementary argument.

If \( z_0 \in \mathbb{C} \) is an eigenvalue of (2.2) with eigenfunction \( y_0 \in D(H_\theta) \subset L_2(\mathbb{R}) \), then, by (2.3), the function \( \tilde{y}_0 \) given by \( \tilde{y}_0(x) := y_0(-x) \) is an eigenfunction as well. Because \( y_0(0) = \tilde{y}_0(0) \), the functions \( y_0, \tilde{y}_0 \) must be linearly dependent. The particular form of \( \tilde{y}_0 \) implies that \( \tilde{y}_0 = \gamma y_0 \) with \( \gamma = \pm 1 \). Because \( y_0 \in W_2^2(\mathbb{R}) \subset C^1(\mathbb{R}) \), the continuity of \( y_0 \) and \( y_0' \) in \( 0 \) yields that \( y_0(0) = 0 \).
if \( \gamma = 1 \) and \( y_0(0) = 0 \) if \( \gamma = -1 \). Hence, \( y_0|_{[0,\infty)} \) is either an eigenfunction of (2.4) or of (2.5). Vice versa, if \( z_0 \in \mathbb{C} \) is an eigenvalue of (2.4) with eigenfunction \( y_0 \in D(H^D_\theta) \subset L_2([0,\infty)) \), we obtain an eigenfunction \( y_0 \in D(H_\theta) \subset L_2(\mathbb{R}) \) of (2.2) at \( \lambda_0 \) by setting \( y_0(x) := -y_0(-x), x \in (\infty,0) \); if \( z_0 \in \mathbb{C} \) is an eigenvalue of (2.5), we set \( y_0(x) := y_0(-x), x \in (\infty,0) \).

Because the potential \( q_\theta \) is complex-valued and hence all the above operators \( H_\theta \) along with \( H^D_\theta, H^N_\theta \) are no longer self-adjoint, numerical approximations of eigenvalues—and hence of resonances—are prone to be unstable. Examples for such instabilities may be found in [23] for resonances, but they occur already for eigenvalues of matrices (see e.g. [16] for the famous Godunov matrix).

Analytic bounds for resonances are commonly based on numerical range estimates for each complex-scaled problem (2.2) with \( \theta \in [0,\pi/4] \) (comp. [14]). For the set of resonances of (1.1), we obtain the following result.

**Theorem 2.1.** The resonances of (1.1) in the sector \(-\pi/2 < \arg \epsilon \leq 0\) are contained in the closed convex set

\[
\mathcal{C} := \bigcap_{\theta \in [0,\pi/4]} \{ \epsilon \in \mathbb{C} : \text{Re}(\epsilon) \sin(2\theta) + \text{Im}(\epsilon) \cos(2\theta) \leq 0.5 a_+(\theta) + 0.8 \sin(2\theta) \}
\]

where \( a_+(\theta) := \sup_{x \in (0,\infty)} \text{Im}(q_\theta(x)) \) for \( \theta \in [0,\pi/4] \) with

\[
\text{Im}(q_\theta(x)) = e^{-\cos(2\theta)x^2/10} \left( x^2 \sin \left( 4\theta - \sin(2\theta) \frac{x^2}{10} \right) - 1.6 \sin \left( 2\theta - 2\sin(2\theta) \frac{x^2}{10} \right) \right).
\]

**Proof.** The set \( \mathcal{C} \) is closed and convex being the intersection of closed half-planes. Because \( a_+(\theta) \geq 0 \) and hence \( a_+(\theta)/(2\sin(2\theta)) + 0.8 \geq 0.8 \), it follows that \( \mathcal{C} \) contains all \( \epsilon \in \mathbb{C} \) with \( 0 < \text{Re}(\epsilon) \leq 0.8 \) and \( \text{Im}(\epsilon) \leq 0 \).

Thus, it is sufficient to show that every resonance \( \epsilon_0 \in \mathbb{C} \) with \( \text{Re}(\epsilon_0) > 0.8 \), \( \text{Im}(\epsilon_0) \leq 0 \) belongs to \( \mathcal{C} \). For every \( \theta \in [0,\pi/4] \), the point \( \lambda_0 := 2\epsilon_0 - 1.6 \) lies in the sector \(-\pi/2 < \arg \lambda \leq 0\) and is an eigenvalue of the operator \( \tilde{H}_\theta := e^{-2i\theta} H_\theta \) given by

\[
D(\tilde{H}_\theta) = W^2_2(\mathbb{R}), \quad \tilde{H}_\theta y = e^{-2i\theta} (-y'' + q_\theta y).
\]

Because the numerical range of a linear operator contains all eigenvalues, we obtain

\[
\lambda_0 \in W(\tilde{H}_\theta) := \{ (\tilde{H}_\theta y, y) : y \in D(\tilde{H}_\theta), \|y\| = 1 \}, \quad \theta \in \left[0, \frac{\pi}{4}\right).
\]

If we note that \( q_\theta(\mathbb{R}) = q_\theta([0,\infty)) \) and, in addition to \( a_+(\theta) \), we define

\[
a_-(\theta) := \inf_{x \in [0,\infty)} \text{Im}(q_\theta(x)), \quad b_-(\theta) := \inf_{x \in [0,\infty)} \text{Re}(q_\theta(x)),
\]

then it is easy to see that, for \( \theta \in [0,\pi/4) \),

\[
W(\tilde{H}_\theta) \subset e^{-2i\theta} \{ z \in \mathbb{C} : a_-(\theta) \leq \text{Im}(z) \leq a_+(\theta), b_-(\theta) \leq \text{Re}(z) \}.
\]

In particular, every resonance \( \lambda_0 \) of \( L \) with \(-\pi/2 < \arg \lambda \leq 0\) satisfies

\[
\lambda_0 \in \bigcap_{\theta \in [0,\pi/4]} \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) \sin(2\theta) + \text{Im}(\lambda) \cos(2\theta) \leq a_+(\theta) \}.
\]

Figure 1 shows that the only available analytic information is much too coarse to judge the validity or non-validity of resonance approximations. Therefore, it is necessary to employ a method yielding both guaranteed and much more accurate enclosures and exclosures for eigenvalues of non-self-adjoint eigenvalue problems.
3. Eigenvalue enclosures for complex-valued potentials

The algorithm we use to establish guaranteed eigenvalue enclosures was developed and described in detail in [16,25]. Briefly, it consists of the following two steps. For the sake of simplicity, we consider the Dirichlet problem (2.4); the approach to the Neumann problem (2.5) is completely analogous.

**Step A. Solving a truncated problem with guaranteed error bounds.** In order to truncate problem (2.4), we restrict the potential \( q_\theta \) to an interval \([0, X]\) and set it equal to 0 on \((X, \infty)\). The unique (up to scalar multiplication) solution of \(-y'' = zy\) in \(L_2([X, \infty])\) is \(\exp(-\sqrt{-z}x)\) for \(\text{Re}\sqrt{-z} > 0\). Hence, the problem on \([0, X]\), we have to solve is

\[
\begin{align*}
-y''(x) + q_\theta(x)y(x) &= zy(x), & x \in [0, X] \\
y(0) &= 0, & y'(X) = -\sqrt{-z}y(X).
\end{align*}
\]

The eigenvalues of this regular boundary value problem can be characterized as the zeros of an analytic function \(\Delta\) and may thus be counted and found by means of the argument principle.

The algorithms for the calculation of the analytic function \(\Delta\) and for the contour integral over a chosen starting box \(R_0 \subset \mathbb{C}\) are performed in interval arithmetic, i.e. with guaranteed error bounds. Having achieved (1.2), we obtain a box that contains a certain number \(n_0\) of eigenvalues of the truncated problem (3.1). Repeating this procedure by suitably subdividing the box \(R_0\), we may finally arrive at a box \(R_Z\) of desired precision \(\varepsilon_Z\) that contains exactly one eigenvalue \(z_{\text{trunc}}\).

**Step B. Use Levinson asymptotics to enclose the eigenvalues of problem (2.4).** If \(y_2(\cdot, z)\) is the unique (suitably normalized) solution of the differential equation in (2.4) belonging to \(L_2([0, \infty))\) for \(z \in \mathbb{C} \setminus [0, \infty)\), then \(z_{\text{true}}\) is an eigenvalue of (2.4) if and only if \(y_2(0, z_{\text{true}}) = 0\). Levinson’s theorem (see e.g. [25, theorem 3.3]) shows that

\[
y_2(x, z) = \exp(-\sqrt{-z}x)(1 + \eta(x)), \quad |\eta(x)| \leq \frac{\alpha_{X, \theta}}{1 - \alpha_{X, \theta}}, \quad \alpha_{X, \theta} := \int_X^\infty |q_\theta(x)| \, dx,
\]

for all \(X \geq 0\) such that \(\alpha_{X, \theta} < 1\). Hence, if \([E] \subset \mathbb{R}\) is an interval with

\[
\left[1 - \frac{\alpha_{X, \theta}}{1 - \alpha_{X, \theta}}, 1 + \frac{\alpha_{X, \theta}}{1 - \alpha_{X, \theta}}\right] \subset [E],
\]
and \([y_2(\cdot, z)]\) is an interval-valued solution of the truncated problem on \([0, X]\) satisfying the interval-valued initial conditions
\[
y(X, z) \in [E] \exp(-\sqrt{z}X), \quad y'(X, z) \in -[E] \sqrt{z} \exp(-\sqrt{z}X),
\]
then \(y_2(0, z) \in [y_2(0, z)]\). By means of the interval arithmetic argument principle already used in step A, we now obtain enclosures for the zeros of \(y_2(0, z)\), and hence for the eigenvalues \(z_{\text{true}}\) of (2.4) of desired precision.

For the above-described method, several parameters have to be provided; in particular, the length \(X\) of the truncated interval has to be determined such that \(\alpha_{X, \theta} < 1\). To this end, we note that
\[
|q_\theta(x)| = |e^{2i \theta} x^2 - 1.6| e^{-\cos(2\theta)x^2/10} \leq x^2 e^{-\cos(2\theta)x^2/10} \quad \text{if} \quad \cos(2\theta) \geq \frac{0.8}{x^2}
\]
and that [26, 7.1.13]
\[
\int_{x_0}^{\infty} e^{-x^2} \, dx \leq \frac{1}{x_0 + \sqrt{x_0^2 + 4/\pi}}, \quad x_0 \geq 0.
\]
Integrating by parts and substituting \(t = \sqrt{a}x\), we obtain, for \(a \geq 0\),
\[
\int_{x}^{\infty} x^2 e^{-ax^2} \, dx = \frac{1}{a} X e^{-ax^2} + \frac{1}{a \sqrt{a}} \int_{\sqrt{a}x}^{\infty} e^{-t^2} \, dt
\]
\[
\leq \frac{1}{a} e^{-ax^2} \left( X + \frac{1}{aX + \sqrt{aX^2 + 4a/\pi}} \right)
\]
\[
\leq \frac{1}{a} e^{-ax^2} \left( X + \frac{1}{2aX} \right).
\]
Hence, for all \(X \in (0, \infty), \theta \in [0, \pi/4)\) with \(\cos(2\theta) \geq 0.8/x^2\), we can estimate
\[
\alpha_{X, \theta} \leq \int_{x}^{\infty} x^2 e^{-\cos(2\theta)x^2/10} \, dx \leq \frac{10}{\cos(2\theta)} e^{-\cos(2\theta)x^2/10} \left( X + \frac{5}{\cos(2\theta)X} \right) =: A_{X, \theta}
\]
(3.3)
and we use the analytic expression \(A_{X, \theta}\) to obtain a rigorous computable upper bound \(A_{X, \theta}^0\) for \(A_{X, \theta}\) and hence for \(\alpha_{X, \theta}\),
\[
\alpha_{X, \theta} \leq A_{X, \theta} \leq A_{X, \theta}^0.
\]
To this end, we first expand \(\cos(2\theta)\) and use Taylor’s theorem with remainder in Lagrange form to see that, for every \(m \in \mathbb{N}\),
\[
\cos(2\theta) \geq \sum_{j=0}^{4m} \frac{(-1)^j}{(2j)!} (2\theta)^{2j} =: T_{X, \theta}(m);
\]
(3.4)
note that \(\cos^{(4m+1)}(x) = -\sin(x) \leq 0\) for every \(x \in [0, 2\theta] \subset [0, \pi/2]\). If \(\theta\) is a decimal fraction whose fractional part has three digits, the sum \(T_{X, \theta}(m)\) is rational and can be evaluated exactly. We choose a rigorous computable lower bound \(T_{X, \theta}^0(m)\) of \(T_{X, \theta}(m)\) as the unique decimal number whose fractional part has six digits and \(T_{X, \theta}^0(m) + 10^{-6} > T_{X, \theta}(m) \geq T_{X, \theta}^0(m)\) (table 1). The function \(f(t) := (10/t) e^{-1X^2/10} (X + 5/tX), \ t \in (0, 1)\), is decreasing, hence, again by Taylor’s theorem with remainder in Lagrange form, we obtain that, for all \(m, n \in \mathbb{N}\),
\[
A_{X, \theta} = f(\cos(2\theta)) \leq f(T_{X, \theta}^0(m))
\]
\[
\leq \frac{10}{T_{X, \theta}^0(m)} \sum_{k=0}^{2n+1} \frac{(-1)^k X^{2k}}{10^k k!} (T_{X, \theta}^0(m))^k \left( X + \frac{5}{T_{X, \theta}^0(m)X} \right) =: A_{X, \theta}(m, n).
\]
Now, we fix \(m, n \in \mathbb{N}\) and proceed in the same way as for \(T_{X, \theta}(m)\) to obtain a rigorous computable upper bound \(A_{X, \theta}^0(m, n)\) for \(A_{X, \theta}(m, n)\) with \(A_{X, \theta}^0(m, n) - 10^{-6} < A_{X, \theta}(m, n) \leq A_{X, \theta}^0(m, n)\) (table 1). Because \(\theta \mapsto A_{X, \theta}(m, n), \ \theta \in [0, \pi/4)\), is increasing, the rigorous computable upper bound
Table 1. Rigorous computable bounds for $X = 50$ and various $\theta \in [0, \pi/4]$.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$T_{X,\theta}^{(0)}$</th>
<th>$A_{X,\theta}^{(0)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[0, 0.75)$</td>
<td>0.070737</td>
<td>0.000152</td>
</tr>
<tr>
<td>$[0.755, \pi/4)$</td>
<td>0.060758</td>
<td>0.00216</td>
</tr>
</tbody>
</table>

$A_{X,\theta}^{(0)}(m, n)$ for $\theta_0 := 0.75 < \pi/4$ is also an upper bound of $A_{X,\theta}(m, n)$ for $\theta \in (0, \theta_0)$. Only in two of our computations (for the resonances numbered 37 and 44), we needed parameter values $\theta$ that are larger than $\theta_0 = 0.75$; their upper bound $A_{X,\theta}^{(0)}(m, n)$ is computed separately. We use $X = 50$, $m = 2$, $n = 32$ and obtain the rigorous computable lower bounds $T_{X,\theta}^{(0)}(m) := T_{X,\theta}^{(0)}$ and upper bounds $A_{X,\theta}^{(0)}(m, n) := A_{X,\theta}^{(0)}$ displayed in table 1; note that for $X = 50$ the condition $\cos(2\theta) \geq 0.8/\pi^2$ allows for $\theta < 0.5 \arccos(8/\pi^2 \cdot 10^{-5})$, e.g. $\theta \leq 0.785238$ very close to $\pi/4 \sim 0.7853981635$.

4. Guaranteed resonance enclosures and exclusions

In [10, reply to comment], Rittby et al. listed a set of 44 approximate resonances $\epsilon_k^\pm$ of (1.1) that they computed numerically, along with a set of 40 approximate resonances claimed to be found numerically by Korsch et al. in [5, comment]; here, the superscript $+$ and $-$ occurs for even $k$, whereas $+$ occurs for odd $k$. The differences in modulus between these two approximate resonance strings are smaller than $2 \cdot 10^{-3}$ for $\epsilon_1^-$ and start to be larger than $10^{-2}$ from $\epsilon_1^+$ on, getting as huge as 56.19 for $\epsilon_4^-$ (figure 2).

We computed guaranteed enclosures for all 44 approximate resonances by Rittby et al. from [4] as well as exclusures for the approximate resonances $\epsilon_1^-$ up to $\epsilon_1^+$ by Korsch et al. from [5, comment]. In addition, we enclosed the two pairs of resonances discovered numerically in [14] that are visible by the complex scaling method.

All computed enclosures for resonances, except for one of these pairs, were performed with integral length $X = 50$, varying scaling angle $\theta$ as displayed in the tables, and corresponding guaranteed upper bound $A_{X,\theta}^{(0)}$ for $\alpha_{X,\theta}$ as in table 1 at the end of §3. The enclosure for one of the additional resonance pairs in [14] turned out to be by far more challenging than all other computations.

We employ the interval arithmetic-based software library VNODE developed by Nedialkov et al. (see [15]) where all operations are performed with complex ‘intervals’, i.e. rectangles $[z] = [x] + i[y]$, where $[x], [y] \subseteq \mathbb{R}$ are closed intervals or singletons (see [16, §2] for a more detailed description). In the following, we use notation of the form

$$7.43975970244416010^{16958921987} := \{7.43975916958921987, 7.43975970244416010\}$$

for intervals containing the real and imaginary part of resonances. Further, we use the enumeration $\epsilon_k^\pm$ to indicate the resonance number $k$ and parity $\pm$ in the list of approximate resonances of Rittby et al. in [10, reply to comment, table I].

Note that the resonances coming from the boundary condition $y(0) = 0$ have parity ‘$-$’, because the eigenfunctions of the corresponding eigenvalues of (2.4) are odd, whereas those coming from the boundary condition $y'(0) = 0$ have parity ‘$+$’, because the eigenfunctions of the corresponding eigenvalues of (2.5) are even (see §2).

(a) Guaranteed enclosures for resonance approximations by Rittby et al.

First, we present the computed enclosures for the 44 resonances $\lambda_k^\pm$ of problem (2.1) corresponding to the resonances $\epsilon_k^\pm$ listed in [10, reply to comment, table I].

Table 2 contains the enclosures for resonances $\lambda = e^{-2i\theta}z$ via enclosures for eigenvalues $z$ of (2.2) restricted to $[0, \infty)$ with Dirichlet boundary condition $y(0) = 0$, i.e. eigenvalues of problem (2.4); table 3 contains the corresponding enclosures using eigenvalues $z$ of (2.2) restricted to $[0, \infty)$ with Neumann boundary condition $y'(0) = 0$, i.e. for eigenvalues of problem (2.5). Table 4
contains the enclosures for the 44 resonances $\epsilon_k = (\lambda_k^\pm + 1.6)/2$ of the original problem (1.1) arising from the two sets of resonances $\lambda_k^\pm$ of (2.2) displayed in tables 2 and 3.

The enclosing boxes for the resonances $\epsilon$ of (1.1) are obtained from the enclosing boxes for the eigenvalues $z$ of (2.2) as follows. If $[u_1, u_2] + [v_1, v_2]i$ is an enclosing box in the $z$-plane, then the enclosing box $[x_1, x_2] + [y_1, y_2]i$ for a resonance $\lambda = e^{-2i\theta}z$ of (2.1) is the smallest axis-parallel box that contains the rotated box $e^{-2i\theta}([u_1, u_2] + [v_1, v_2]i)$. The corresponding enclosing box for a resonance $\epsilon = (\lambda + 1.6)/2$ of (1.1) is obtained from

$$\lambda \in [x_1, x_2] + [y_1, y_2]i \iff \epsilon \in \left[\frac{x_1 + 1.6}{2}, \frac{x_2 + 1.6}{2}\right] + \left[\frac{y_1}{2}, \frac{y_2}{2}\right]i.$$

The values of the 44 approximate resonances of (1.1) listed in [10, reply to comment, table I], which were computed by Rittby et al. in floating point arithmetic without error bounds, are displayed in the right column in table 4; they agree with our enclosures at least up to order $10^{-4}$. Thus, our guaranteed enclosures prove that all values computed by Rittby et al. do indeed lie near true resonances.

(b) Guaranteed exclosures for resonance approximations by Korsch et al.

On the other hand, we applied our method to the numerical values of the resonance approximations of Korsch et al. numbered $16^+, 17^-, \ldots, 27^-, 28^+$ in [10, reply to comment, table II]; note that the resonance approximations $29^-, \ldots, 40^+$ therein can not be seen by the complex scaling method.

Using larger boxes around these numerical values, we found that in each case the interval-valued argument principle yields an interval $[c_1, c_2]$ with $[c_1, c_2] \cap \mathbb{N}_0 = \emptyset$, which proves that there are no eigenvalues in the considered box (see (1.2)). The box side lengths $l_k \in [0.1, 2]$ are listed in table 5. For every resonance approximation $\epsilon_k^\pm$, the corresponding approximate value in the $z$-plane is denoted by $z_k^\pm$. The midpoint $M_k \in \mathbb{C}$ of the box with side length $l_k$ in the $z$-plane is chosen such that

$$|\text{Re}(M_k) - \text{Re}(z_k^\pm)| < 0.05 \leq l_k/2, \quad |\text{Im}(M_k) - \text{Im}(z_k^\pm)| < 0.05 \leq l_k/2.$$
Table 2. Resonances for (2.2) from (2.4) on \([0, \infty)\) with \(y(0) = 0\).

<table>
<thead>
<tr>
<th>(\lambda_1^-)</th>
<th>(\lambda_2^-)</th>
<th>(\lambda_3^-)</th>
<th>(\lambda_4^-)</th>
<th>(\lambda_5^-)</th>
<th>(\lambda_6^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-2.169851656)</td>
<td>(-0.347501321)</td>
<td>(-3.569165516)</td>
<td>(-4.910972736)</td>
<td>(-6.048655397)</td>
<td>(-6.899910523)</td>
</tr>
<tr>
<td>(-3.879137686)</td>
<td>(-3.597651717)</td>
<td>(-4.943686082)</td>
<td>(-6.098620248)</td>
<td>(-7.357540478)</td>
<td>(-8.199070679)</td>
</tr>
<tr>
<td>(-5.269501321)</td>
<td>(-4.985655397)</td>
<td>(-6.048655397)</td>
<td>(-7.357540478)</td>
<td>(-8.838020227)</td>
<td>(-10.253173812)</td>
</tr>
<tr>
<td>(-6.915830548)</td>
<td>(-5.586455397)</td>
<td>(-6.966832262)</td>
<td>(-8.199070679)</td>
<td>(-9.458655397)</td>
<td>(-10.753173812)</td>
</tr>
<tr>
<td>(-8.993742453)</td>
<td>(-7.913742453)</td>
<td>(-9.458655397)</td>
<td>(-11.610680465)</td>
<td>(-12.931606804)</td>
<td>(-14.187988060)</td>
</tr>
</tbody>
</table>

The corresponding box in the \(\epsilon\)-plane is scaled and rotated owing to the relation \(\epsilon_{k,\pm} = (e^{-2i\theta_{k,\pm}} + 1.6)/2\). The box has side length \(\mathcal{L}_{k,\pm}/2\) and is rotated clockwise by the angle \(2\theta\) around the midpoint \(m_k := (e^{-2i\theta}M_k + 1.6)/2\). The minimal distance \(d_k\) of \(\epsilon_{k,\pm}\) to the boundary of the rotated box satisfies \(d_k > (\mathcal{L}_{k,\pm}/4) - 0.025 > 0\) (figure 3).

Hence, our guaranteed enclosures prove that none of the numerical values of Korsch et al. numbered \(16^+, 17^-, \ldots, 27^-, 28^+\) lies near a true resonance of (1.1).

(c) Enclosures of resonance approximations by Abramov et al.

Finally, we considered the three pairs of additional resonances found in [14, p. 72], one pair near each of the points

\[ \hat{\epsilon}_1 = 0.69 - 7.91i, \quad \hat{\epsilon}_2 = 1.26 - 8.51i, \quad \hat{\epsilon}_3 = 2.08 - 11.61i; \]
In fact, the method of complex scaling does not allow one to see the first pair of resonances near these pairs originates in one eigenvalue eigenfunction (denoted by superscript ‘’).

Exploiting the asymptotic properties of the solution of a differential equation with a rapidly
d these new resonances were conjectured to exist not by means of complex scaling, but by
Table 4. Resonances for (1.1).

<table>
<thead>
<tr>
<th>guaranteed enclosures</th>
<th>numerical values by Rittby et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_1$</td>
<td>$1.420970 \pm 0.0000583$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$2.127197 \pm 0.015472$</td>
</tr>
<tr>
<td>$\epsilon_3$</td>
<td>$2.584582 \pm 0.173750$</td>
</tr>
<tr>
<td>$\epsilon_4$</td>
<td>$2.924421 \pm 0.564794$</td>
</tr>
<tr>
<td>$\epsilon_5$</td>
<td>$3.255486 \pm 1.115331$</td>
</tr>
<tr>
<td>$\epsilon_6$</td>
<td>$3.557215 \pm 1.755506$</td>
</tr>
<tr>
<td>$\epsilon_7$</td>
<td>$3.824329 \pm 2.487446$</td>
</tr>
<tr>
<td>$\epsilon_8$</td>
<td>$4.055434 \pm 3.298641$</td>
</tr>
<tr>
<td>$\epsilon_9$</td>
<td>$4.249955 \pm 4.183169$</td>
</tr>
<tr>
<td>$\epsilon_{10}$</td>
<td>$4.407772 \pm 5.136453$</td>
</tr>
<tr>
<td>$\epsilon_{11}$</td>
<td>$4.528809 \pm 6.154731$</td>
</tr>
<tr>
<td>$\epsilon_{12}$</td>
<td>$4.613098 \pm 7.235377$</td>
</tr>
<tr>
<td>$\epsilon_{13}$</td>
<td>$4.661888 \pm 8.375551$</td>
</tr>
<tr>
<td>$\epsilon_{14}$</td>
<td>$4.67345 \pm 9.507373$</td>
</tr>
<tr>
<td>$\epsilon_{15}$</td>
<td>$4.661440 \pm 10.826262$</td>
</tr>
<tr>
<td>$\epsilon_{16}$</td>
<td>$4.596328 \pm 12.142999$</td>
</tr>
<tr>
<td>$\epsilon_{17}$</td>
<td>$4.519879 \pm 13.465821$</td>
</tr>
<tr>
<td>$\epsilon_{18}$</td>
<td>$4.26980 \pm 14.806894$</td>
</tr>
<tr>
<td>$\epsilon_{19}$</td>
<td>$3.47103 \pm 15.323520$</td>
</tr>
<tr>
<td>$\epsilon_{20}$</td>
<td>$3.531849 \pm 15.649541$</td>
</tr>
<tr>
<td>$\epsilon_{21}$</td>
<td>$4.28341 \pm 16.607291$</td>
</tr>
<tr>
<td>$\epsilon_{22}$</td>
<td>$4.34580 \pm 17.86955$</td>
</tr>
<tr>
<td>$\epsilon_{23}$</td>
<td>$4.257915 \pm 18.993948$</td>
</tr>
<tr>
<td>$\epsilon_{24}$</td>
<td>$4.188331 \pm 19.956911$</td>
</tr>
<tr>
<td>$\epsilon_{25}$</td>
<td>$4.25828 \pm 20.87647$</td>
</tr>
<tr>
<td>$\epsilon_{26}$</td>
<td>$4.382093 \pm 21.897929$</td>
</tr>
<tr>
<td>$\epsilon_{27}$</td>
<td>$4.431927 \pm 23.006879$</td>
</tr>
<tr>
<td>$\epsilon_{28}$</td>
<td>$4.408917 \pm 24.142644$</td>
</tr>
<tr>
<td>$\epsilon_{29}$</td>
<td>$4.385698 \pm 25.320304$</td>
</tr>
<tr>
<td>$\epsilon_{30}$</td>
<td>$4.432110 \pm 26.518971$</td>
</tr>
</tbody>
</table>

(Continued.)
The computation of the resonance pair $\lambda_3^-, \lambda_5^-$ was performed in the same way as the enclosures described in §4a. Choosing $\theta = 0.735$, our provably correct computations showed that

\[
y'(0) = 0 \quad \text{with even eigenfunction (denoted by superscript ‘+’).} \quad \text{The guaranteed enclosures we obtained for the four resonances } \hat{\lambda}^-_2, \hat{\lambda}^+_2, \hat{\lambda}^-_3, \hat{\lambda}^+_3 \text{ are shown in table 6.}
\]

Table 4. (Continued.)

<table>
<thead>
<tr>
<th>guaranteed enclosures</th>
<th>numerical values by Rittby et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{31}^-$</td>
<td>4.508034 - 27.70869 i</td>
</tr>
<tr>
<td></td>
<td>4.508034 - 27.70869 i</td>
</tr>
<tr>
<td>$\epsilon_{32}^+$</td>
<td>4.566430 - 28.90476 i</td>
</tr>
<tr>
<td></td>
<td>4.566430 - 28.90476 i</td>
</tr>
<tr>
<td>$\epsilon_{33}^+$</td>
<td>4.597520 - 30.10260 i</td>
</tr>
<tr>
<td></td>
<td>4.597520 - 30.10260 i</td>
</tr>
<tr>
<td>$\epsilon_{34}^+$</td>
<td>4.581540 - 31.29675 i</td>
</tr>
<tr>
<td></td>
<td>4.581540 - 31.29675 i</td>
</tr>
<tr>
<td>$\epsilon_{35}^+$</td>
<td>4.477164 - 32.51087 i</td>
</tr>
<tr>
<td></td>
<td>4.477164 - 32.51087 i</td>
</tr>
<tr>
<td>$\epsilon_{36}^+$</td>
<td>4.0883393 - 33.98343 i</td>
</tr>
<tr>
<td></td>
<td>4.0883393 - 33.98343 i</td>
</tr>
<tr>
<td>$\epsilon_{37}^+$</td>
<td>3.434927 - 34.01672 i</td>
</tr>
<tr>
<td></td>
<td>3.434927 - 34.01672 i</td>
</tr>
<tr>
<td>$\epsilon_{38}^+$</td>
<td>3.730047 - 34.05210 i</td>
</tr>
<tr>
<td></td>
<td>3.730047 - 34.05210 i</td>
</tr>
<tr>
<td>$\epsilon_{39}^+$</td>
<td>4.458781 - 35.56350 i</td>
</tr>
<tr>
<td></td>
<td>4.458781 - 35.56350 i</td>
</tr>
<tr>
<td>$\epsilon_{40}^+$</td>
<td>4.583226 - 36.86441 i</td>
</tr>
<tr>
<td></td>
<td>4.583226 - 36.86441 i</td>
</tr>
<tr>
<td>$\epsilon_{41}^+$</td>
<td>4.627565 - 38.16107 i</td>
</tr>
<tr>
<td></td>
<td>4.627565 - 38.16107 i</td>
</tr>
<tr>
<td>$\epsilon_{42}^+$</td>
<td>4.614736 - 39.47160 i</td>
</tr>
<tr>
<td></td>
<td>4.614736 - 39.47160 i</td>
</tr>
<tr>
<td>$\epsilon_{43}^+$</td>
<td>4.570881 - 40.80534 i</td>
</tr>
<tr>
<td></td>
<td>4.570881 - 40.80534 i</td>
</tr>
<tr>
<td>$\epsilon_{44}^+$</td>
<td>4.512285 - 42.08797 i</td>
</tr>
<tr>
<td></td>
<td>4.512285 - 42.08797 i</td>
</tr>
</tbody>
</table>

Table 5. Excluded resonances.

<table>
<thead>
<tr>
<th>numerical values by Korsch et al.</th>
<th>chosen box side length $l_k$ and angle $\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\epsilon_{36}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{37}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{38}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{39}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{40}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{41}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{42}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{43}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
<tr>
<td>$[\epsilon_{44}^-]$</td>
<td>4.508034 - 12.13151 i $l_{16} = 0.1, \theta = 0.7$</td>
</tr>
</tbody>
</table>

\[
y'(0) = 0 \quad \text{with even eigenfunction (denoted by superscript ‘+’).} \quad \text{The guaranteed enclosures we obtained for the four resonances } \hat{\lambda}_2^-, \hat{\lambda}_2^+, \hat{\lambda}_3^-, \hat{\lambda}_3^+ \text{ are shown in table 6.}
\]
Figure 3. Rotated box of side length $l_k/2$ excluding approximate resonance $\epsilon_k^\pm, k = 16^+, \ldots, 28^+$, from Korsch et al. marked by asterisk. (Online version in colour.)

Table 6. Enclosures of resonance pairs near $\hat{\lambda}_2, \hat{\lambda}_3$ computed by Abramov et al. [14].

| $\hat{\lambda}_2^-$ | $0.914116508030508 + 7.362166176397i$ | $-17.000249282468423 + 1.9718127467i$ | $\theta = 0.76$ |
| $\hat{\lambda}_2^+$ | $0.914116508030508 + 7.362166176397i$ | $-17.000249282468423 + 1.9718127467i$ | $\theta = 0.76$ |
| $\hat{\lambda}_3^-$ | $2.557790013021589 + 2.557790013021589i$ | $-23.21200893060222 + 2.557790013021589i$ | $\theta = 0.735$ |
| $\hat{\lambda}_3^+$ | $2.560188212981834 + 2.557790013021589i$ | $-23.20844496992380 + 2.557790013021589i$ | $\theta = 0.735$ |

for each of the two boundary conditions there is only one resonance $\hat{\lambda}_3^-$ and $\hat{\lambda}_3^+$, respectively, in the disjoint boxes displayed in table 6. Moreover, they guarantee that in the larger $\lambda$-box $e^{-2i\theta} ([23, 24] + [0.05, 1])$ containing these two boxes as well as the numerical value $\hat{\lambda}_3$ of Abramov et al. there is only one resonance for each of the two boundary conditions. Altogether, we thus proved that there is precisely one pair of disjoint resonances $\hat{\lambda}_3^- \neq \hat{\lambda}_3^+$ near the resonance approximation $\hat{\lambda}_3 = 2.46 - 23.22i$ of Abramov et al. and that this approximation has distance approximately $1 \cdot 10^{-1}$ to the true resonance pair $\hat{\lambda}_3^\pm$.

The computation of the resonance pair $\hat{\lambda}_2^-, \hat{\lambda}_2^+$ turned out to be much harder and computationally more expensive than all other enclosures and exclosures. To make it work, we had to use a slight modification of usual complex scaling, using stretching by some parameter $R > 0$ in addition to rotation of the variable by an angle $\theta \in [0, \pi/4)$. The potential $q_{\theta,R}$ and the eigenvalue parameter $z$ in the spectral problem for the corresponding operator $H_{\theta,R}$ (compare (2.2), (2.3)) then become

$$q_{\theta,R}(x) := R^2 e^{2i\theta} (R^2 e^{2i\theta} x^2 - 1.6) e^{-R^2 e^{2i\theta} x^2/10}, \quad x \in \mathbb{R}, \quad z := R^2 e^{2i\theta} \lambda;$$

note that usual complex scaling corresponds to $R = 1$.

In order to apply Levinson’s theorem, we needed to find suitable $X \geq 0, \theta \in [0, \pi/4)$ and $R > 0$ such that $\alpha_{X,\theta,R} := \int_X^\infty |q_{\theta,R}(x)| dx$ satisfies $\alpha_{X,\theta,R} < 1$. Proceeding as for usual complex scaling,
instead of (3.3), we used
\[
\alpha_{X,\theta,R} \leq \frac{10R^2}{\cos(2\theta)} e^{-R^2 \cos(2\theta) X^2/10} \left( X + \frac{5}{R^2 \cos(2\theta) X} \right) =: A_{X,\theta,R}.
\]

The main benefit of the additional stretching is that the upper bound \(A_{X,\theta,R}\) decays exponentially fast in \(R\). As for usual complex scaling, we then applied Taylor’s theorem with remainder in Lagrange form to obtain the rigorous computable upper bound \(A_{X,\theta,R}^0 = 1.77 \cdot 10^{-17}\) for \(X = 10, \theta = 0.76\) and \(R = 10\).

With these parameters, we succeeded to enclose the resonances \(\hat{\lambda}_2^-\), \(\hat{\lambda}_2^+\) for the boundary condition \(y(0) = 0\) and \(y'(0) = 0\), respectively. The corresponding values in the \(z\)-plane are both in the box \(1702.59 + 5.4^i\), hence
\[
\hat{\lambda}_2^-, \hat{\lambda}_2^+ \in R^{-2} e^{-2i\theta} (1702.59 + 5.4^i) \subset \mathbb{R} - 2 e^{-2i\theta} (1702.54 + 5.35i) \approx 0.918 - 17.001i\]
\[
\subset 0.918411650805308 - 17.00024928246842311972181274671.
\]

Here, the first set is a box with midpoint \(R^{-2} e^{-2i\theta} (1702.54 + 5.35i) \approx 0.918 - 17.001i\) and side length \(R^{-2} 10^{-1} = 1 \cdot 10^{-3}\), rotated clockwise by the angle \(2\theta = 1.52\); the second set, which is the one displayed in table 6, is the smallest axis-parallel box containing this rotated box. Note
that these enclosures for $\hat{\lambda}_2^\pm$ differ in modulus by approximately $2 \cdot 10^{-2}$ from the value $\hat{\lambda}_2 = 0.92 - 17.02i$ calculated by Abramov et al. [14].

Hence, our guaranteed enclosures prove that not far from each of the two numerically computed values $\hat{\lambda}_2$ and $\hat{\lambda}_3$ of Abramov et al. there is indeed a pair of true resonances of (2.1); the distance is approximately $2 \cdot 10^{-2}$ for $\hat{\lambda}_2$ and approximately $1 \cdot 10^{-1}$ for $\hat{\lambda}_3$.

5. Conclusion

In this paper, we have presented a method which, for the first time, permits one to compute resonances in atomic physics with absolute certainty. At the same time, it allows one to detect with absolute certainty wrongly computed resonance approximations. The absolute reliability of our approach is based on a combination of interval arithmetic and the argument principle. To prove the efficiency of our method, we have established guaranteed enclosures for all numerical resonance approximations of Rittby et al. in [4,7] for problem (1.1) and guaranteed enclosures for the numerically computed values of Korsch et al. in [5] that are visible to complex scaling, thus definitely settling a dispute between these two groups of authors. The greatest challenge was to provably enclose two additional pairs of approximate resonances computed by Abramov et al. in [14] that were found neither by Rittby et al. nor by Korsch et al. Thus, we have proved the conjecture in [4,7] that the real parts of auto-ionizing resonances of certain atoms and molecules exhibit an oscillatory behaviour beyond a threshold and we have added new information on this threshold originating in the two new confirmed pairs of resonances.

Figure 4a displays all our results in the rectangle $0 \leq \text{Re}(\lambda) \leq 15, -70 \leq \text{Im}(\lambda) \leq 0$: in the top right corner of the $\lambda$-plane, the analytic exclusion from theorem 2.1 (grey-shaded), the enclosed approximate resonances $1^-,...,38^+$ of Rittby et al. surrounded by circles, the additional ones by Abramov et al. as star and square, and the claimed approximate resonances $1^-,...,29^-$ of Korsch et al. as asterisks; note that the resonances $0^+,$ $29^-$ and $\hat{\lambda}_1$ to the left of the imaginary axis cannot be seen by the complex scaling method because of their negative real part. Around every disproved approximate resonances $16^-,...,28^+$ of Korsch et al., our excluding box is shown (grey-shaded). Figure 4b illustrates that for resonance $16^+$ it was especially difficult to find a box that simultaneously excludes the computed value of Korsch et al. and does not contain the value computed by Rittby et al.
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