Continuous analogues of matrix factorizations

Alex Townsend¹ and Lloyd N. Trefethen²

¹Department of Mathematics, MIT, Cambridge, MA 02139, USA
²Mathematical Institute, University of Oxford, Woodstock Road, Oxford OX2 6GG, UK

Analogues of singular value decomposition (SVD), QR, LU and Cholesky factorizations are presented for problems in which the usual discrete matrix is replaced by a ‘quasimatrix’, continuous in one dimension, or a ‘cmatrix’, continuous in both dimensions. Two challenges arise: the generalization of the notions of triangular structure and row and column pivoting to continuous variables (required in all cases except the SVD, and far from obvious), and the convergence of the infinite series that define the cmatrix factorizations. Our generalizations of triangularity and pivoting are based on a new notion of a ‘triangular quasimatrix’. Concerning convergence of the series, we prove theorems asserting convergence provided the functions involved are sufficiently smooth.

1. Introduction

A fundamental idea of linear algebra is matrix factorization, the representation of matrices as products of simpler matrices that may be, for example, triangular, tridiagonal or orthogonal. Such factorizations provide a basic tool for describing and analysing numerical algorithms. For example, Gaussian elimination for solving a system of linear equations constructs a factorization of a matrix into a product of lower- and upper triangular matrices, which represent simpler systems that can be solved successively by forward elimination and back substitution.

In this article, we describe continuous analogues of matrix factorizations for contexts where vectors become univariate functions and matrices become bivariate functions.¹ Mathematically, some of the factorizations

---

¹Our analogues involve finite or infinite sums of rank 1 pieces and stem from algorithms of numerical linear algebra. Different continuous analogues of matrix factorizations, with a different notion of triangularity related to Volterra integral operators, have been described for example in publications by Gohberg and his co-authors.
Figure 1. A rectangular and a square matrix. The value of $A$ in row $i$, column $j$ is $A(i,j)$.

we shall present have roots going back a century in the work of Fredholm [1], Hilbert [2], Schmidt [3] and Mercer [4], which is marvelously surveyed in [5]. Algorithmically, they are related to recent methods of low-rank approximation of matrices and functions put forward by Bebendorf, Geddes, Hackbusch, Tyrtyshnikov and many others; see §8 for more names and references. In particular, we have been motivated by the problem of numerical approximation of bivariate functions for the Chebfun software project [6–8]. The part of Chebfun devoted to this task is called Chebfun2 and was developed by the first author [7, ch. 11–15]. Connections of our results to the low-rank approximations of Chebfun2 are mentioned here and there in this article, and, in particular, see the discussion of Chebfun2 computation in the second half of §8.

Despite these practical motivations, this is a theoretical paper. Although we shall make remarks about algorithms, we do not systematically consider matters of floating-point arithmetic, conditioning or stability.

Some of the power of the matrix way of thinking stems from the easy way in which it connects to our highly developed visual skills. Accordingly, we shall rely on schematic representations, and we shall avoid spelling out precise definitions of what it means, say, to multiply a quasimatrix by a vector when the associated schema makes it obvious to the experienced eye. To begin the discussion, figure 1 suggests the two kinds of discrete matrices we shall be concerned with, rectangular and square. An $m \times n$ matrix is an ordered collection of $mn$ data values, which can be used as a representation of a linear mapping from $\mathbb{C}^n$ to $\mathbb{C}^m$. Our convention will be to show a rectangular matrix by a 6×3 array and a square one by a 6×6 array.

We shall be concerned with two kinds of continuous analogues of matrices. In the first case, one index of a rectangular matrix becomes continuous while the other remains discrete. Such structures seem to have been first discussed explicitly by de Boor [9], Stewart [10, pp. 33–34] and Trefethen & Bau [11, pp. 52–54]. Following Stewart, we call such an object a quasimatrix. The notion of a quasimatrix presupposes that a space of functions has been prescribed, and for simplicity we take this to be $C([a,b])$, the space of continuous real or complex functions defined on an interval $[a,b]$ with $-\infty < a < b < \infty$. An ‘$[a,b] \times n$ quasimatrix’ is an ordered set of $n$ functions in $C([a,b])$, which we think of as functions of a ‘vertical’ variable $y$. We depict it as shown in figure 2, which suggests how it can be used as a representation of a linear map from $C([a,b])$ to $\mathbb{C}^n$.

Secondly, we shall consider the fully continuous analogue of a matrix, a cmatrix, which can be rectangular or square. A cmatrix is a function of two continuous variables, and again, for simplicity, we take it to be a continuous function defined on a rectangle $[a,b] \times [c,d]$. Thus, a cmatrix is an element of $C([a,b] \times [c,d])$, and it can be used as a representation of a linear map from $C([c,d])$ to $C([a,b])$ (the kernel of a compact integral operator). To emphasize the matrix analogy, we denote a cmatrix generically by $A$ rather than $f$ and we refer to it as a ‘cmatrix

We are well aware that it is a little odd to introduce a new term for what is, after all, nothing more than a bivariate function. We have decided to go ahead with ‘cmatrix’, nonetheless, knowing from experience how useful the term ‘quasimatrix’ has been.
Figure 2. An \([a, b] \times n\) quasimatrix and its \(n \times [a, b]\) conjugate transpose. Each column in the first case and row in the second is a function defined on \([a, b]\). For the case of \(A\), on the left, the row index \(i\) has become a continuous variable \(y\), and the value of \(A\) at vertical position \(y\) in column \(j\) is \(A(y, j)\). Similarly on the right, the value of \(A^*\) in row \(i\) at horizontal position \(x\) is \(A^*(i, x)\).

Figure 3. Rectangular and square cmatrices of dimensions \([a, b] \times [c, d]\) and \([a, b] \times [a, b]\), respectively. A cmatrix is just a bivariate function, but the special name is convenient for discussion of factorizations. We think of the vertical variable as \(y\) and the horizontal variable as \(x\). For consistency with matrix conventions, a point in the rectangle is written \((y, x)\), and the corresponding value of \(A\) is \(A(y, x)\).

of dimensions \([a, b] \times [c, d]'\). The ‘vertical’ variable is \(y\), the ‘horizontal’ variable is \(x\), and for consistency with matrix notation, the pair of variables is written in the order \((y, x)\), with \(A(y, x)\) being the corresponding value of \(A\).

Schematically, we represent a cmatrix by an empty box (figure 3).

A square cmatrix is a cmatrix with \(c = a\) and \(d = b\), in which case, for example, it makes sense to consider eigenvalue problems for the associated operator, although eigenvalue problems are not discussed here. A Hermitian cmatrix is a square cmatrix that satisfies \(A^* = A\), that is, \(A(x, y) = A(y, x)\) for each \((y, x) \in [a, b] \times [a, b]\).

Note that this article does not consider infinite discrete matrices, a more familiar generalization of ordinary matrices for which there is also a literature of matrix factorizations. For cmatrix factorizations, we will, however, make use of the generalizations of quasimatrices to structures with infinitely many columns or rows, which will accordingly be said to be quasimatrices of dimensions \([a, b] \times \infty\) or \(\infty \times [a, b]\).

Throughout this article, we work with the spaces of continuous functions \(C([a, b])\), \(C([c, d])\) and \(C([a, b] \times [c, d])\), for our aim is to set forth fundamental ideas without getting lost in technicalities of regularity. We trust that if these generalizations of matrix factorizations prove useful, some of the definitions and results may be extended by future authors to less smooth function spaces.

2. Four matrix factorizations

We shall consider analogues of four matrix factorizations described in references such as [11–13]: LU, Cholesky, QR and singular value decomposition (SVD). The Cholesky factorization applies to square matrices (which must in addition be Hermitian and non-negative definite), whereas the other three apply more generally to rectangular matrices. For rectangular matrices, we shall
assume $m \geq n$. There are many other factorizations we shall not discuss, such as similarity transformations to diagonal, tridiagonal, Hessenberg or triangular form.

We now review the four factorizations to fix notations and normalizations. Let $A$ be a real or complex $m \times n$ matrix. An LU factorization is a factorization $A = LU$, where $U$ is of dimensions $n \times n$ and upper triangular and $L$ is of dimensions $m \times n$ and unit lower triangular, which means that it is lower triangular with diagonal entries equal to 1 (figure 4). Such a factorization can be computed by the algorithm of Gaussian elimination without pivoting.

A common interpretation of LU factorization is that it is a change of basis from the columns of $A$ to the columns of $L$. Column $a_1$ of $A$ is equal to $u_{11}$ times column $\ell_1$ of $L$, column $a_2$ of $A$ is equal to $u_{12}\ell_1 + u_{22}\ell_2$, and so on. Another interpretation is that it is a representation of $A$ as a sum of $n$ matrices of rank 0 or 1.\(^3\) If $u^*_k$ denotes the $k$th row of $U$, then we have

$$A = \sum_{k=1}^n \ell_k u^*_k. \quad (2.1)$$

If the columns of $A$ are linearly dependent, so that they fail to form a basis, then this will show up as one or more zero entries on the diagonal of $U$, making $U$ singular.

Not every matrix has an LU factorization; the factorization exists if and only if Gaussian elimination completes a full $n$ steps without an attempted division of a non-zero number by zero. To deal with arbitrary matrices, it is necessary to introduce some kind of pivoting in the elimination process. We shall return to this subject in §5.

For our second factorization, let $A$ be a square, positive semi-definite Hermitian matrix. In this case, there is a symmetric variant of LU factorization known as Cholesky factorization, where $A = R^*R$ and $R$ is upper triangular with non-negative real numbers on the diagonal (figure 5). The corresponding representation of $A$ as a sum of rank 0 or 1 matrices takes the form

$$A = \sum_{k=1}^n r_k r^*_k, \quad (2.2)$$

where $r^*_k$ is the $k$th row of $R$. (It is in cases where $A$ is only semi-definite that zero vectors $r_k$ may arise [12, §4.2.8].) Such a factorization can be computed by a symmetrized variant of Gaussian elimination which we shall call the Cholesky algorithm (though it is often called just Cholesky factorization). No pivoting is needed, and indeed, it is known that the algorithm when applied to a Hermitian matrix $A$ completes successfully (meaning that at no step is the square root of a negative number required) if and only if $A$ is non-negative definite. This property makes the Cholesky algorithm a standard method for testing numerically if a matrix is definite.

Our third and fourth factorizations apply to arbitrary rectangular matrices. A QR factorization of $A$ is a factorization $A = QR$, where $Q$ is an $m \times n$ matrix with orthonormal columns and $R$ is an $n \times n$ upper triangular matrix with non-negative real numbers on the diagonal (figure 6). Every

\(^3\)This interpretation of matrix factorizations can be generalized by the Wedderburn rank-one reduction formula [14].
Figure 5. Cholesky factorization of a Hermitian non-negative definite matrix. The diagonal entries of $R$ are real and non-negative, as suggested by the symbol ‘r’.

matrix has a QR factorization, and if the columns of $A$ are linearly independent, it is unique. The corresponding representation of $A$ is

$$A = \sum_{k=1}^{n} q_k r_k^*.$$  \hspace{1cm} (2.3)

A QR factorization can be computed by Gram–Schmidt orthogonalization or by Householder triangularization, as well as by other methods related to Householder triangularization such as Givens rotations. Throughout this article, when we refer to Gram–Schmidt orthogonalization, it is assumed that in cases of rank-deficiency, where a column of a matrix becomes zero after orthogonalization against previous columns, an arbitrary new orthonormal vector is introduced to keep the process going.

Finally, we consider the SVD. An SVD of a matrix $A$ is a factorization $A = USV^*$, where $U$ and $V$ have orthonormal columns, known as the left and right singular vectors of $A$, respectively, and $S$ is diagonal with real non-negative diagonal entries $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0$, known as the singular values (figure 7). An SVD always exists, and the singular values are uniquely determined. The singular vectors corresponding to simple singular values are also unique up to complex signs, i.e. real or complex scaling factors of modulus 1. If some of the singular values are equal, there is further non-uniqueness associated with arbitrary breaking of ties.

The SVD corresponds to the representation

$$A = \sum_{j=1}^{n} \sigma_j u_j v_j^*.$$ \hspace{1cm} (2.4)

For any $k$ with $1 \leq k \leq n$, we may consider the partial sum

$$A_k = \sum_{j=1}^{k} \sigma_j u_j v_j^*.$$ \hspace{1cm} (2.5)
Figure 7. SVD of a matrix. The columns of $U$ and $V$ (i.e. the rows of $V^*$) are orthonormal, and the symbols ‘$\sigma$’ denote non-negative real numbers in non-increasing order.

Let $\| \cdot \|$ denote the Frobenius or Hilbert–Schmidt norm

$$\|A\| = \left( \sum_{i,j} |a_{ij}|^2 \right)^{1/2}$$

(note that this is not the operator 2-norm). The following property follows from the orthonormality of $\{u_j\}$ and $\{v_j\}$ and the ordering $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0$: for each $k$ with $1 \leq k \leq n - 1$, $A_k$ is a best rank $k$ approximation to $A$ with respect to $\| \cdot \|$, with corresponding error $E_k = A - A_k$ of magnitude

$$\|E_k\| = \|A - A_k\| = \tau_{k+1} = \left( \sum_{j=k+1}^n \sigma_j^2 \right)^{1/2}.$$  

This fundamental property of the SVD originates with Schmidt [3,15,16] and was generalized to rectangular matrices by Eckart & Young [17]. The SVD also enjoys an optimality property in the 2-norm and other unitarily invariant norms, but our discussion of continuous analogues will be confined to the Frobenius norm.

We defined the SVD algebraically, then stated (2.7) as a consequence. It is also possible to put the reasoning in the other direction. Begin by defining $E_0 = A$. Find a non-negative real number $\sigma_1$ and unit vectors $u_1$ and $v_1$ such that $\sigma_1 u_1 v_1^*$ is a best approximation to $E_0$ of rank 1, and define $E_1 = E_0 - \sigma_1 u_1 v_1^*$; then find a non-negative real number $\sigma_2$ and unit vectors $u_2$ and $v_2$ such that $\sigma_2 u_2 v_2^*$ is a best approximation to $E_1$, and define $E_2 = E_1 - \sigma_2 u_2 v_2^*$; and so on. Then $\{u_j\}$ and $\{v_j\}$ are orthonormal sets, the scalars satisfy $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0$, and we have constructed an SVD of $A$.

The remainder of this article is devoted to seven tasks. For three of the four matrix factorizations, we shall consider the two generalizations to the cases where $A$ is a quasimatrix, continuous in one direction, or a cmatrix, continuous in both directions. For the Cholesky factorization, which applies only to square matrices, only the cmatrix generalization is relevant.

One of our factorizations can be generalized immediately, the SVD. The other three involve triangular quasimatrices and require pivoting to be introduced in the discussion. A central theme of this article is the generalization of the notions of pivoting and triangular matrices to a continuous setting (beginning in §5). For matrices, one can speak of LU, Cholesky and QR factorizations without pivoting, taking the next row and/or column at each step of the factorization process, but in continuous directions, there is no ‘next’ row or column. For quasimatrices, we shall see that row pivoting is necessary for LU factorization, which involves a triangular quasimatrix $L$. For cmatrices, we shall see that column pivoting is necessary for QR factorization, which involves a triangular quasimatrix $R$, and both row and column pivoting are necessary for LU and Cholesky factorizations, which involve two triangular quasimatrices. No pivoting is needed for the SVD.

For each of our factorizations, we shall consider five aspects: (i) definition, (ii) history, (iii) elementary properties, (iv) advanced properties (for the cmatrix factorizations), and (v) algorithms.
The elementary properties will be just selections, stated as theorems without proof. (A good foundation for the quasimatrix factorizations is [9].) The advanced properties focus on convergence of infinite series. In particular, our three main new theorems are theorems 6.1, 8.1 and 9.1. As for algorithms, in each case we present idealized methods that produce the required factorizations under the assumptions of exact arithmetic and exact pivoting operations, which will involve selection of globally maximal values in certain columns and/or rows or globally maximal-norm columns or rows. In practice, a computational system like Chebfun2 relies on approximations of these ideals.

3. QR factorization of a quasimatrix

The QR factorization of an \([a, b] \times n\) quasimatrix \(A\) is a straightforward extension of the rectangular matrix case. As in that case, column pivoting may be advantageous in some circumstances, but is not necessary for the factorization to make sense mathematically, and we do not include it. Following the schema of figure 8, we define the QR factorization as follows. Orthonormality of functions in \(C([a, b])\) is defined with respect to the standard \(L^2\) inner product.

**Definition.** Let \(A\) be an \([a, b] \times n\) quasimatrix. A **QR factorization** of \(A\) is a factorization \(A = QR\), where \(Q\) is an \([a, b] \times n\) quasimatrix with orthonormal columns and \(R\) is an \(n \times n\) upper triangular matrix with non-negative real numbers on the diagonal.

Note that throughout this article, each column of a quasimatrix is taken to be a function in \(C([a, b])\) or \(C([c, d])\). Thus, it is implicit in this definition that the columns of \(Q\) are continuous functions, though as discussed at the end of §1, this restriction could be relaxed in some cases.

The idea of QR factorization of quasimatrices was perhaps first mentioned explicitly in [11, pp. 52–54], though the underlying mathematics would have been familiar to Schmidt [3,5] and others going back many years. The topic became one of the original capabilities in Chebfun [6,19], invoked by the command \(qrx\) (which is not limited to continuous functions). Originally, the algorithm employed by Chebfun was Gram–Schmidt orthogonalization, which has the drawback that it is unstable if \(A\) is ill-conditioned. This was later replaced by an algorithm stable and applicable in all cases based on a continuous analogue of Householder triangularization [20].

Another less numerically stable approach for the full rank case, mentioned in [19], would be to form the Cholesky factorization \(R^* R\) of the \(n \times n\) matrix \(A^* A\) and then set \(Q = AR^{-1}\). As mentioned earlier, this article does not address issues of numerical stability.

Here is a theorem summarizing some basic properties.

**Theorem 3.1.** Every \([a, b] \times n\) quasimatrix has a QR factorization, which can be calculated by Gram–Schmidt orthogonalization. If the columns of \(A\) are linearly independent, the QR factorization is unique. For each \(k\) with \(1 \leq k \leq n\), the columns \(q_1, \ldots, q_k\) of \(Q\) form an orthonormal basis of a space that contains the space spanned by columns \(a_1, \ldots, a_k\) of \(A\). The formula (2.3) gives \(A\) as a sum of rank 0 or 1 quasimatrices formed from the columns of \(Q\) (functions in \(C([a, b])\)) and rows of \(R\) (vectors in \(C^n\)).

Note that as always, the quasimatrix \(Q\) of theorem 3.1 is assumed to have columns that are continuous functions defined on \([a, b]\). In the Gram–Schmidt process, the property of continuity is inherited automatically at each step, so long as zero columns are not encountered as a consequence of rank-deficiency. In that case, an arbitrary new function \(q_k\) is introduced that is orthogonal to \(q_1, \ldots, q_{k-1}\), and we require \(q_k\) to be continuous.

Although it is not our emphasis here, one can also define a QR factorization of an \(n \times [c, d]\) quasimatrix, that is, a quasimatrix continuous along rows rather than columns. The factorization process requires column pivoting and yields the product \(A = QR\), where \(Q\) is an \(n \times n\) unitary matrix and \(R\) is an \(n \times [c, d]\) quasimatrix that is upper triangular and diagonally real in a sense to be defined in §5.

---

4 A remarkable early pair of figures with a quasimatrix flavour can be found at eqn (33) of part 3 and two pages later in [18].
4. Singular value decomposition of a quasimatrix

We define the SVD of a quasimatrix as follows (figure 9).

**Definition.** Let $A$ be an $[a, b] \times n$ quasimatrix. A SVD of $A$ is a factorization $A = USV^*$, where $U$ is an $[a, b] \times n$ quasimatrix with orthonormal columns, $S$ is an $n \times n$ diagonal matrix with diagonal entries $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0$ and $V$ is an $n \times n$ unitary matrix.

As with QR factorization, it is implicit in this definition that each column of $U$ is a continuous function.

The SVD of a quasimatrix was considered by Battles & Trefethen [6, 19]. The following theorem summarizes some of its basic properties, all of which mirror properties of the discrete case. As in §2, $\| \cdot \|$ denotes the Frobenius norm, now defined as in (2.6) but with the sum over $i$ replaced by an integral over $y$.

**Theorem 4.1.** Every $[a, b] \times n$ quasimatrix has an SVD, which can be calculated by computing a QR decomposition $A = QR$ followed by a matrix SVD of the triangular factor, $R = U_1SV^*$; an SVD of $A$ is then obtained as $(QU_1)SV^*$. The singular values are unique, and the singular vectors corresponding to simple singular values are also unique up to complex signs. The formula (2.4) gives $A$ as a sum of rank 0 or 1 quasimatrices formed from the singular values and vectors. The rank of $A$ is $r$, the number of non-zero singular values. The columns $u_1, \ldots, u_r$ of $U = QU_1$ form an orthonormal basis for the range of $A$ when regarded as a map from $\mathbb{C}^n$ to $\mathbb{C}([a, b])$, and the columns $v_{r+1}, \ldots, v_n$ of $V$ form an orthonormal basis for the nullspace. Moreover, the partial sums $A_k$ defined by (2.5) are best rank $k$ approximations to $A$, with Frobenius norm errors $\| E_k \| = \| A - A_k \|$ equal to the quantities $t_{k+1}$ of (2.7).

Chebfun has included a capability for computing the SVD of a quasimatrix from the beginning in 2003, through the `svd` command. The algorithm used is based on the QR factorization of $A$, as described in the theorem. (An algorithm based on a continuous analogue of Golub–Kahan bidiagonalization is also possible, though not currently implemented in Chebfun; we hope to discuss this in a later publication.) From these ideas, one can readily define further related notions including the pseudoinverse $VS^{-1}U^*$ (in the full rank case) and the condition number $\kappa(A) = \kappa(S)$ of a quasimatrix, computed by Chebfun commands `pinv` and `cond`.

Following [11, Lecture 4], it is interesting to note the geometrical interpretation of the SVD of a quasimatrix. If $A$ is a quasimatrix of dimensions $[a, b] \times n$, then it can be interpreted as a linear mapping from $\mathbb{C}^n$ to $\mathbb{C}([a, b])$. The range of $A$ is a subspace of $\mathbb{C}([a, b])$ of dimension at most $n$, and $A$ maps the unit ball in $\mathbb{C}^n$ (defined with respect to $\| \cdot \|_2$, not $\| \cdot \|$) to a hyperellipsoid in $\mathbb{C}([a, b])$, which we may think of as having dimension $n$ if some of the axis lengths are allowed to be zero. The right singular vectors are an orthonormal basis for the unit ball in $\mathbb{C}^n$, the left singular vectors are the semi-axis directions of the hyperellipsoid, and the singular values are the semi-axis lengths.
5. LU factorization of a quasimatrix

We come now to the first entirely new topic of this article: the generalization of the ideas of pivoting and triangular structure to quasimatrices. Figure 10 shows that we are heading for a factorization $A = LU$, where $L$ is a quasimatrix and $U$ is an upper triangular matrix, but to complete the description we must explain the structure of $L$.

In §2, LU factorization of matrices was presented without pivoting. Algorithmically, this corresponds to an elimination process in which the first row is used to introduce zeros in the first column, the second row is used to introduce zeros in the second column, and so on. When the row index becomes continuous, however, this approach no longer makes sense. One could take the top of the quasimatrix as a ‘first row’, but what would be the second row? And so it is that a continuous analogue of row pivoting will be an essential part of our definition of LU factorization of a quasimatrix. (Another term for row pivoting is partial pivoting.) When we speak of LU factorization of an $[a,b] \times n$ quasimatrix, row pivoting is always assumed. One could also include column pivoting, but we shall not discuss this variant.

For matrices, the most familiar way to talk about pivoting is in terms of interchange of certain rows at each step, leading to a factorization

$$PA = LU, \quad (5.1)$$

where $P$ is a permutation matrix. However, we shall work with a different and mathematically equivalent formulation in terms of selection of certain rows at each step, without interchange. In this formulation, we do not move any rows, and there is no permutation matrix $P$. We get a factorization

$$A = LU, \quad (5.2)$$

but instead of $L$ being lower triangular, it is what Matlab calls psychologically lower triangular, meaning that it is a row permutation of a lower triangular matrix.\(^5\)

A choice in our definitions arises at this point. Traditionally in numerical linear algebra, a pivot is chosen corresponding to the maximal element in absolute value in a row and/or column, but maximality is not necessary for the factorization to proceed, nor is it always the best choice algorithmically. For example, submaximal pivots may take less work to find than maximal ones and may have advantages for preserving sparsity [21]. In proposing generalized factorizations for quasimatrices and cmatrices, should we use a term like LU factorization for any factorization with a pivot sequence that works (in which case $L$ may take arbitrarily large values off the diagonal), or shall we restrict it to the case where maximal pivots are used (in which case all values off the diagonal are bounded by 1 in absolute value)? In this article, we follow the latter course and insist that pivoting involves maximal values. This makes our factorizations as close as possible to unique and helps us focus on cases where we have the best chance of achieving convergence.

\(^5\)The term ‘psychologically triangular’ is not particularly felicitous, but the second author seems to have coined it! He suggested this expression to Matlab inventor Cleve Moler during a conversation years ago, probably during a coffee break at a SIAM meeting.
the upper triangular matrix with rows $u \in \mathbf{E}$. Let $n$ denote the number of columns 1 and 2. Continuing in this fashion, after $n$ steps, $E_n$ is zero in all $n$ columns, so it is the zero matrix, and we have constructed $A$ as a sum (5.3) of $n$ matrices of rank 0 or 1, just as in (2.1),

$$A = \sum_{k=1}^{n} \ell_k u_k^*.$$  

Equation (5.2) holds if $L$ is the psychologically lower triangular matrix with columns $\ell_k$ and $U$ is the upper triangular matrix with rows $u_k^*$.

Gaussian elimination (with row pivoting) for a quasimatrix. When $A$ is an $[a, b] \times n$ quasimatrix, LU factorization is carried out by the analogous $n$ steps. Begin with $E_0 = A$. At step $k = 1$, find a value $y_1 \in [a, b]$ for which $|E_0(y_1, 1)|$ is maximal and define $\ell_1 = E_0(\cdot, 1)/E_0(y_1, 1)$, $u_1^* = E_0(\cdot, \cdot)$ and $E_1 = E_0 - \ell_1 u_1^*$. (If $E_0(y_1, 1) = 0$, $\ell_1$ can be any vector with $|\ell_1(i)| \leq 1$ for all $i$ and $\ell_1(i_1) = 1$.) The new quasimatrix $E_1$ is zero in row $y_1$ and column 1. At step $k = 2$, find a value $y_2 \in [a, b]$ for which $|E_1(y_2, 2)|$ is maximal and define $\ell_2 = E_1(\cdot, 2)/E_1(y_2, 2)$, $u_2^* = E_1(\cdot, \cdot)$ and $E_2 = E_1 - \ell_2 u_2^*$. (If $E_1(y_2, 2) = 0$, $\ell_2$ can be any function in $C([a, b])$ with $|\ell_2(y)| \leq 1$ for all $y$, $\ell_2(y_1) = 0$ and $\ell_2(y_2) = 1$.) This quasimatrix $E_2$ is zero in rows $y_1$ and $y_2$ and columns 1 and 2. Continuing in this fashion, after $n$ steps all the columns of $E_n$ are zero, so it is the zero quasimatrix, and we have constructed $A$ as a sum (5.3) of $n$ quasimatrix of rank 0 or 1. Equation (5.2) holds if $L$ and $U$ are constructed analogously as before. The matrix $U$ is the $n \times n$ matrix whose $k$th row is $u_k^*$, and it is upper triangular. The quasimatrix $L$ is the $[a, b] \times n$ quasimatrix whose $k$th column is $\ell_k$. Column 2 of $L$ has a zero at $y_1$, column 3 has zeros at $y_1$ and $y_2$, column 4 has zeros at $y_1, y_2, y_3$ and so on—a nested set of $n - 1$ zeros. This is what the digits marked at the bottom in figure 10 indicate.

This brings us to a crucial set of definitions. These are the ideas that all the novel factorizations of this paper are based upon.

Definitions related to triangular quasimatrices. An $[a, b] \times n$ quasimatrix $L$ together with a specified set of distinct values $y_1, \ldots, y_n \in [a, b]$ is lower triangular (we drop the word ‘psychologically’, though in principle it should be there) if column $k$ has zeros at $y_1, \ldots, y_{k-1}$. The diagonal of $L$ is the set of values $\ell_1(y_1), \ldots, \ell_n(y_n)$. If the diagonal values are 1, $L$ is unit lower triangular. If each diagonal entry dominates the values in its column in the sense that for each $k$, $|\ell_k(y)| \leq |\ell_k(y_k)|$ for all $y \in [a, b]$, then $L$ is diagonally maximal, or strictly diagonally

Figure 10. LU factorization of a quasimatrix as a product of a unit lower triangular quasimatrix and an upper triangular matrix. Row pivoting (also known as partial pivoting) is obligatory and is reflected in the digits displayed under $L$, which show the numbers of zeros fixed at nested locations in each column.
maximal if the inequality is strict. If $L$ is diagonally maximal and its diagonal values are real and non-negative, it is diagonally real maximal. Analogous definitions hold in the transposed case of $n \times [a, b]$ quasimatrices, notably the notion of an upper triangular $n \times [a, b]$ quasimatrix, whose rows have nested zeros in a set of distinct points $x_1, \ldots, x_n$.

With these definitions in place, we can state the definition of the LU factorization of an $[a, b] \times n$ quasimatrix $A$.

**Definition.** Let $A$ be an $[a, b] \times n$ quasimatrix. An LU factorization of $A$ is a factorization $A = LU$, where $U$ is an upper triangular $n \times n$ matrix and $L$ is an $[a, b] \times n$ unit lower triangular diagonally maximal quasimatrix.

If we did not insist on maximal pivots, the definition would be the same except without the condition that $L$ is diagonally maximal. There is no column pivoting in this discussion, so $U$ need not be diagonally maximal. If one did introduce column pivoting, $U$ would be psychologically upper triangular.

We are not aware of any previous literature on the LU factorization of a quasimatrix, and in Chebfun, an overloaded $1 \times n$ command to compute it was only introduced in 2013. The following theorem summarizes the most basic properties.

**Theorem 5.1.** Every $[a, b] \times n$ quasimatrix has an LU factorization, which can be computed by quasimatrix Gaussian elimination with row pivoting as described above. If the factor $L$ so computed takes only values strictly less than 1 in absolute value off the diagonal, then the factorization is unique.

As with the Gram–Schmidt process for computing the quasimatrix QR factorization, as noted after theorem 3.1, Gaussian elimination for computing the quasimatrix LU factorization of theorem 5.1 produces columns of $L$ with the required property of continuity, which is inherited from the continuity of the columns of $A$.

As at the end of §3, we may note that one can also define an LU factorization of an $n \times [c, d]$ quasimatrix, continuous along rows rather than columns. The factorization requires column instead of row pivoting and yields the product $A = LI$, where $L$ is an $n \times n$ unit lower triangular matrix and $U$ is an $n \times [c, d]$ upper triangular quasimatrix. Now it is $U$ rather than $L$ that is diagonally maximal.

6. QR factorization of a cmatrix

We now turn to our first cmatrix factorization and consequently to our first infinite series as opposed to finite sum. Suppose $A$ is a cmatrix of dimensions $[a, b] \times [c, d]$. As suggested in figure 11, we are going to define a QR factorization of $A$ as a factorization $A = QR$ in which $Q$ is an $[a, b] \times \infty$ quasimatrix and $R$ is an $\infty \times [c, d]$ quasimatrix. Such a product corresponds to an infinite series

$$A = \sum_{j=1}^{\infty} q_j r_j^*$$

(6.1)

with $q_j \in C([a, b])$ and $r_j^* \in C([c, d])$, and to give it a precise meaning, we must specify what kind of convergence of the series is asserted. In this article, all series are required to converge absolutely and uniformly with respect to the variables $(y, x) \in [a, b] \times [c, d]$. Accordingly, we define $\| \cdot \|_\infty$ as the supremum norm of a function over $[a, b] \times [c, d]$. (Note that just as $\| \cdot \|$ in this paper is not the operator 2-norm, $\| \cdot \|_\infty$ is not the operator $\infty$-norm.) The absolute convergence ensures that we need not worry about the order in which the sum is taken. The uniform convergence implies pointwise convergence too and is consistent with the definitions that $q_j$, $r^*_j$ and $A$ are all continuous. One could require less than absolute and uniform convergence, but as usual, maximal generality is not our aim.

It is hardly surprising that we are going to require the columns of $Q$ to be orthonormal. In addition, $R$ will be upper triangular, but before explaining this, let us consider what a factorization as in figure 11 would amount to if $R$ were not required to have triangular structure. An example
to bear in mind would be a case in which we began with an \([a, b] \times [c, d]\) cmatrix \(A\) and then computed a Fourier series for each \(x\) with respect to the ‘vertical’ variable \(y \in [a, b]\). This would give us an \([a, b] \times \infty\) quasimatrix \(Q\) with orthonormal columns \(Q(j, j), j = 1, 2, \ldots\), corresponding to different Fourier modes on \([a, b]\). The factor \(R = Q^*A\) would be the \(\infty \times [c, d]\) quasimatrix whose \(j\)th row \(r^*(j, \cdot)\) would be the function containing the \(j\)th Fourier coefficients, depending continuously on \(x\). If \(A\) were Lipschitz continuous, say, the series would converge absolutely and uniformly, as required by our definitions. In no sense would \(R\) have triangular structure.

Our aim, however, is not Fourier series but QR factorization. The signal property of QR factorization is nesting of column spaces, as described in theorem 3.1 for the quasimatrix case: for each \(k\), the first \(k\) columns of \(Q\) must form a basis of a space that contains the ‘first \(k\) columns’ of \(A\). When \(A\) is a cmatrix, to make sense of the idea of its first \(k\) columns, we will have to introduce column pivoting. As with the LU factorization of §5, we shall restrict our attention to pivots based on maximality, giving a correspondingly narrow definition of the factorization. And thus we are led to the following algorithm for computing the QR factorization of a cmatrix, which corresponds to what the matrix computations literature calls ‘modified’ Gram–Schmidt orthogonalization with column pivoting.

**Modified Gram–Schmidt orthogonalization (with column pivoting) for a cmatrix.** Let \(A\) be an \([a, b] \times [c, d]\) cmatrix and set \(E_0 = A\). At step \(k = 1\), find a value \(x_1 \in [c, d]\) for which \(\|E_0(\cdot, x)\|\) is maximal, define \(q_1 = E_0(\cdot, x_1)/\|E_0(\cdot, x_1)\|\) and \(r_1^*(x) = q_1^*E_0(\cdot, x)\), and set \(E_1 = E_0 - q_1r_1^*\). Each column of the new cmatrix \(E_1\) is orthogonal to \(q_1\). As mentioned at the beginning of §3, orthonormality and the norm \(\|\cdot\|\) for functions in \(C([a, b])\) are defined by the standard \(L^2\) inner product. At step \(k = 2\), find a value \(x_2 \in [c, d]\) for which \(\|E_1(\cdot, x)\|\) is maximal, define \(q_2 = E_1(\cdot, x_2)/\|E_1(\cdot, x_2)\|\) and \(r_2^*(x) = q_2^*E_1(\cdot, x)\), and set \(E_2 = E_1 - q_2r_2^*\). Each column of \(E_2\) is now orthogonal to both \(q_1\) and \(q_2\). Continuing in this fashion, we construct a series corresponding to a factorization \(A = QR\); the update equation is

\[
E_{k+1} = E_k - q_{k+1}q_{k+1}^*E_k, \quad k = 0, 1, 2, \ldots \tag{6.2}
\]

If \(A\) has infinite rank, the process goes forever as described. If \(A\) has finite rank \(r\), then \(E_r\) will become zero at step \(r\), and in subsequent steps one may choose new points \(x_j\) arbitrarily together with arbitrary continuous orthonormal vectors \(q_k\) and rows \(r_k^*\) identically equal to zero.

This algorithm of cmatrix modified Gram–Schmidt orthogonalization with column pivoting produces a quasimatrix \(R\) that is upper triangular according to our definitions. Specifically, the sequence of distinct numbers \(x_1, x_2, \ldots\) has the property that row 2 of \(R\) has a zero at \(x_1\), row 3 of \(R\) has zeros at \(x_1\) and \(x_2\), and so on. Moreover, \(R\) is diagonally real maximal.

We can now state the general definition. (Recall that a diagonally real maximal quasimatrix was defined in §5.)

**Definition.** Let \(A\) be an \([a, b] \times [c, d]\) cmatrix. A QR factorization of \(A\) is a factorization \(A = QR\), where \(Q\) is an \([a, b] \times \infty\) quasimatrix with orthonormal columns and \(R\) is an upper triangular diagonally real maximal \(\infty \times [c, d]\) quasimatrix.
We are not aware of any previous literature on QR factorization of a cmatrix. The qr command of Chebfun2 constructs the factorization from the LU factorization (up to a finite precision of 16 digits), to be described in §8.

It is easily seen that the algorithm we have described produces quasimatrices $Q$ and $R$ with the required continuous columns. What is not clear whether the series represented by the product $QR$ converges absolutely and uniformly to $A$. This brings us to our first substantial point of analysis. What smoothness conditions on $A$ ensure that the quasimatrices $Q$ and $R$ that we have constructed correspond to a QR factorization $A = QR$? One might guess that a relatively mild smoothness condition on $A$ might be enough, but we do not know if this is true or not. Here is what we can prove. Given a number $\rho > 1$, the Bernstein $\rho$-ellipse is the region in the complex plane bounded by the ellipse with foci $\pm 1$ and semi-axis lengths summing to $\rho$. The Bernstein $\rho$-ellipse scaled to $[c, d]$ is the region bounded by the ellipse with foci $c$ and $d$ and semi-axis lengths summing to $\rho(d - c)/2$.

**Theorem 6.1.** Let $A$ be an $[a, b] \times [c, d]$ cmatrix. Suppose that $A(\cdot, x)$ is a Lipschitz continuous function on $[a, b]$, uniformly with respect to $x \in [c, d]$. Moreover, suppose there is a constant $M > 0$ such that for each $y \in [a, b]$, the row function $A(y, \cdot)$ can be extended to a function in the complex $x$-plane that is analytic and bounded in absolute value by $M$ throughout a neighbourhood $\Omega$ (independent of $y$) of the Bernstein $2\sqrt{2}\rho$-ellipse scaled to $[c, d]$ for some $\rho > 1$. Then the series constructed by QR factorization (with column pivoting) converges absolutely and uniformly at the rate $\|E_k\|_\infty = O(\rho^{-2k/3})$, giving a QR factorization $A = QR$. If the factor $R$ so computed is strictly diagonally maximal, then the factorization is unique.

Note that this theorem requires less smoothness in $y$ than in $x$. So far as we know this distinction may be genuine, reflecting the fact that a QR factorization takes norms with respect to $y$ while working with individual columns indexed by $x$.

Together with theorems 8.1 and 9.1, theorem 6.1 is one of the three main theorems of this paper. Proofs of those two theorems are given in §§8 and 9. The three results have different smoothness assumptions, but there is some overlap in the proofs. A proof of theorem 6.1, which has elements in common with both of the others, can be found in Section 4.9 of the first author’s PhD thesis [22].

7. **Singular value decomposition of a cmatrix**

Following figure 12, we define the SVD of a cmatrix as follows.

**Definition.** Let $A$ be an $[a, b] \times [c, d]$ cmatrix. A SVD of $A$ is a factorization $A = USV^*$, where $U$ is an $[a, b] \times \infty$ quasimatrix with orthonormal columns, $S$ is an $\infty \times \infty$ diagonal matrix with diagonal entries $\sigma_1 \geq \sigma_2 \geq \cdots \geq 0$ and $V$ is an $[c, d] \times \infty$ quasimatrix with orthonormal columns.

This corresponds to a series

$$A = \sum_{j=1}^{\infty} \sigma_j u_j v_j^*,$$  \hspace{1cm} (7.1)

which as usual is required to converge absolutely and uniformly. Just as the SVD of a quasimatrix $A$ can be computed from the quasimatrix QR decomposition $A = QR$ followed by the matrix SVD $R = USV^*$, the SVD of a cmatrix $A$ could be computed from the cmatrix QR decomposition $A = QR$ followed by the quasimatrix SVD $R = USV^*$ (the transpose of the SVD described in §4), at least up to a certain accuracy if $R$ is truncated to a finite number of rows.

Although our notation is new, the mathematics of the SVD of a cmatrix goes back a century, beginning with the work of Schmidt [3,5]. In particular, it is known that a small amount of smoothness suffices to make the SVD series converge pointwise, absolutely and uniformly. To explain this effect, consider the classical approximation theory problem of a continuous function $f$ defined on the interval $[-1, 1]$. It is known that the Chebyshev series of $f$, which expands $f$ in Chebyshev polynomials, converges absolutely and uniformly if $f$ is Lipschitz continuous. If, for some $\nu \geq 1$, $f$ has a $\nu$th derivative of bounded variation, the $\infty$-norm of the error of the degree $k$ partial sum of the Chebyshev series is $O(k^{-\nu})$. Similarly if, for some $\rho > 1$, $f$ is analytic and bounded in the region bounded by the Bernstein $\rho$-ellipse, the $\infty$-norm of the error is $O(\rho^{-k})$. 
Figure 12. SVD of a cmatrix. This infinite series has a long history going back to Schmidt [3].

(See Theorems 3.1, 7.2 and 8.2 of [23].) It follows that if a cmatrix $A$ has such smoothness with respect to either variable $x$ or $y$, its rank $k$ approximation errors $\{\tau_k\}$ of (2.7), hence likewise its singular values $\{\sigma_k\}$, must converge at the same rate. (For the analytic case, such an argument was possibly first published by Little & Reade [24].) The following theorem summarizes some of this information. The existence and uniqueness statement is standard and is just included for completeness. As always, $\| \cdot \|$ is the continuous analogue of the Frobenius norm (2.6).

**Theorem 7.1.** Let $A$ be an $[a, b] \times [c, d]$ cmatrix that is uniformly Lipschitz continuous with respect to $x$ and $y$. Then an SVD of $A$ exists, the singular values are unique, with $\sigma_k \to 0$ and $\tau_k \to 0$ as $k \to \infty$, the singular vectors corresponding to simple singular values are unique up to complex signs, and the series (7.1) converges absolutely and uniformly to $A$. Moreover, the partial sums $A_k$ defined by (2.5) are best rank $k$ approximations to $A$ with Frobenius norm errors $\|E_k\| = \|A - A_k\|$ equal to the numbers $\tau_{k+1}$ of (2.7). If, for some $\nu \geq 1$, the functions $A(\cdot, x)$ have a $\nu$th derivative of variation uniformly bounded with respect to $x$, or if the corresponding assumption holds with the roles of $x$ and $y$ interchanged, then the singular values and approximation errors satisfy $\sigma_k, \tau_k = O(k^{-\nu})$. If, for some $\rho > 1$, the functions $A(\cdot, x)$ can be extended in the complex $y$-plane to analytic functions in the Bernstein $\rho$-ellipse scaled to $[a, b]$ uniformly bounded with respect to $x$, or if the corresponding assumption holds with the roles of $x$ and $y$ interchanged, then the singular values and approximation errors satisfy $\sigma_k, \tau_k = O(\rho^{-k})$.

**Proof.** The existence and uniqueness of the SVD series is due to Schmidt in 1907 [3], but his analysis does not fully meet our needs since he assumed only that $A$ is continuous, in which case the singular functions need not converge absolutely or uniformly (or indeed pointwise). The situation where $A$ has some smoothness was addressed by Hammerstein in 1923, who proved uniform convergence of (7.1) under an assumption that is implied by Lipschitz continuity [25], and Smithies in 1938, who proved absolute convergence under a weaker assumption essentially of Hölder continuity with exponent more than $\frac{1}{2}$ [26, theorem 14]. These results establish the existence and uniqueness claims of this theorem. The rank $k$ approximation property is due to Schmidt [3]; see also [16]. The proofs of the $O(k^{-\nu})$ and $O(\rho^{-k})$ results were outlined above. ■

If $A$ is a non-negative definite Hermitian cmatrix, whose Cholesky factorization we shall consider in §9, then the SVD is known to exist without the extra assumption of Lipschitz continuity (i.e. continuity of $A$ is enough to ensure continuity and absolute and uniform convergence of its finite-rank approximations). This is *Mercer’s theorem* [4].

Chebfun2 has an *svd* command that computes the SVD of a cmatrix down to the usual Chebfun accuracy of about 16 digits. The algorithm uses a cmatrix LU factorization (§8) and two quasimatrix QR factorizations to reduce the problem to a matrix SVD.

8. LU factorization of a cmatrix

Our final two factorizations involve both row and column pivoting, with triangular quasimatrices on both sides. Both are implemented in Chebfun2. In fact, the basic method by which Chebfun2 represents a function $f(x, y)$ is cmatrix LU decomposition, which was the starting motivation for us to write this article, and we shall say more about this application at the end of this section.
To apply Gaussian elimination to a cmatrix, as it is continuous in both directions, we need to pick both a row and a column with which to eliminate. Various strategies for such choices have been applied in the literature of low-rank matrix approximations, including a method with a quasi-optimality property based on volume maximization; some references to such methods can be found in [22,27]. The method we shall consider is the one that follows most directly from the classical matrix computations literature, where a pivot row and column are chosen based on the maximal entry in the cmatrix: the traditional term is complete pivoting. The ingredients have appeared in the earlier factorizations, so we can go directly to the definition, as depicted schematically in figure 13.

**Definition.** Let $A$ be an $[a,b] \times [c,d]$ cmatrix. An LU factorization of $A$ is a factorization $A = LU$, where $L$ is an $[a,b] \times \infty$ unit lower triangular diagonally maximal quasimatrix and $U$ is an upper triangular diagonally maximal $\infty \times [c,d]$ quasimatrix.

We can describe the algorithm as follows.

_Gaussian elimination (with row and column pivoting) for a cmatrix._ Let $A$ be an $[a,b] \times [c,d]$ cmatrix, and begin with $E_0 = A$. At step $k = 1$, find a pair $(y_1, x_1) \in [a,b] \times [c,d]$ for which $|E_0(y,x)|$ is maximal and define $\ell_1 = E_0(y_1,x_1)/E_0(y_1,x_1)$, $u_1^x = E_0(y_1,\cdot)$ and $E_1 = E_0 - \ell_1 u_1^x$. (If $E_0(y_1, x_1) = 0$, $A$ is the zero cmatrix and $\ell_1$ can be any function in $C([a,b])$ with $|\ell_1(y)| \leq 1$ for all $y$ and $\ell_1(y_1) = 1$; $u_1^x$ will necessarily be zero.) The new cmatrix $E_1$ is zero in row $y_1$ and column $x_1$. At step $k = 2$, find a pair $(y_2, x_2) \in [a,b] \times [c,d]$ for which $|E_1(y,x)|$ is maximal and define $\ell_2 = E_1(y_2,x_2)/E_1(y_2,x_2)$, $u_2^c = E_1(y_2,\cdot)$, and $E_2 = E_1 - \ell_2 u_2^c$. (If $E_1(y_2, x_2) = 0$, $E_1$ is the zero cmatrix and $\ell_2$ can be any function in $C([a,b])$ with $|\ell_2(y)| \leq 1$ for all $y$, $\ell_2(y_1) = 0$ and $\ell_2(y_2) = 1$; $u_2^c$ will necessarily be zero.) This cmatrix $E_2$ is zero in rows $y_1$ and $y_2$ and columns $x_1$ and $x_2$. We continue in this fashion, generating the LU decomposition (5.2) step by step; the update equation is

$$E_{k+1} = E_k - \ell_{k+1} u_{k+1}^x, \quad k = 0, 1, 2, \ldots \tag{8.1}$$

The quasimatrix $U$ is the $\infty \times [c,d]$ quasimatrix whose $k$th row is $u_k^x$, and it is upper triangular and diagonally maximal with pivot sequence $x_1, x_2, \ldots$. The quasimatrix $L$ is the $[a,b] \times n$ quasimatrix whose $k$th column is $\ell_k^c$, and it is unit lower triangular and diagonally maximal with pivot sequence $y_1, y_2, \ldots$.

When does the series constructed by Gaussian elimination converge, so we can truly write $A = LU$? As with theorem 6.1, one might guess that a relatively mild smoothness condition on $A$ should suffice, but we do not know if this is true. Note that in the following theorem, $A$ has to be smooth with respect to either $x$ or $y$; it need not be smooth in both variables.

**Theorem 8.1.** Let $A$ be an $[a,b] \times [c,d]$ cmatrix. Suppose there is a constant $M > 0$ such that for each $x \in [a,d]$, the function $A(\cdot, x)$ can be extended to a function in the complex $y$-plane that is analytic and bounded in absolute value by $M$ throughout a neighbourhood $\Omega$ (independent of $x$) of the closed region $K$ consisting of all points at distance $\leq 2\rho(b - a)$ from $[a,b]$ for some $\rho > 1$ (analogously with the roles of $y$ and $x$ reversed and also the roles of $(a, b)$ and $(c, d)$). Then the series constructed by Gaussian elimination converges absolutely and uniformly at the rate $\|E_k\|_{\infty} = O(\rho^{-k})$, giving an LU factorization $A = LU$. If the factors $L$ and $U$ are strictly diagonally maximal, then the factorization is unique.

**Proof.** Fix $x \in [c,d]$, and for each step $k$, let $e_k$ denote the error function at step $k$,

$$e_k = A(\cdot, x) - \sum_{j=1}^{k} \ell_j^c u_j^x(x), \tag{8.2}$$

a function of $y \in [a,b]$. The elimination process is such that $e_k$ is also analytic in $K$, with magnitude at worst doubling at each step,

$$|e_k(y)| \leq 2^k M, \quad y \in K. \tag{8.3}$$

(Note that in this formula $y$ is taking complex values.) Because of the elimination, $e_k$ has at least $k$ zeros $y_1, \ldots, y_k$ in $[a,b]$. Let $p_k$ be the polynomial $(y-y_1) \cdots (y-y_k)$. Then, $e_k/p_k$ is analytic in $K$,
**Figure 13.** LU factorization of a cmatrix. Now both row and column pivoting are obligatory, and both $L$ and $U$ have triangular structure. Again $L$ has unit diagonal entries. As in figures 10 and 11, the digits displayed at the margins indicate the numbers of zeros fixed at nested locations in the columns of $L$ and rows of $U$.

![LU factorization diagram](image)

hence satisfies the maximum modulus principle within $K$. For any $y \in [a, b]$, this implies

$$|e_k(y)| \leq |p_k(y)| \sup_{s \in \partial K} \frac{|e_k(s)|}{|p_k(s)|} \leq 2^k M \sup_{s \in \partial K} \frac{|p_k(y)|}{|p_k(s)|}.$$  

(8.4)

In this quotient of polynomials, each of the $k$ factors in the denominator is at least $2^k \rho$ times bigger in modulus than the corresponding factor in the numerator. We conclude that $|e_k(y)| \leq \rho^{-k} M$ for $y \in [a, b]$. As this error estimate applies independently of $x$ and $y$, it establishes uniform convergence. It also implies that the next term $\ell_{k+1} u_{k+1}^*$ in the series is bounded in absolute value by $\rho^{-k} M$, which implies absolute convergence since $\sum_{k=0}^{\infty} \rho^{-k} M < \infty$.

We now comment on how Chebfun2 uses cmatrix LU factorization to represent functions on rectangles.

The LU factorization of a cmatrix is an infinite series, and if the cmatrix is somewhat smooth, one may expect the series to converge at a good rate. The principle of Chebfun2 is that functions are represented to approximately 16-digit accuracy by finite-rank representations whose ranks adjust as necessary to achieve this accuracy. For functions defined on a two-dimensional rectangle, the representation chosen is a finite section of the cmatrix LU factorization

$$A \approx \tilde{A} = \sum_{j=1}^k \ell_j u_j^*.$$  

(8.5)

For a typical function $A$ arising in our Chebfun2 explorations, $k$ might be 10 or 100. In principle, Chebfun2 follows precisely the algorithm of cmatrix Gaussian elimination (thus using both row and column pivoting) to find this approximation, though in practice, grid-based approximations are employed to diminish the work that would be involved in computing the true global extremum of $|E(y, x)|$ at each step. For details of the algorithms and numerical examples, see [8,22].

The representation (8.5) is based on one-dimensional functions $\ell_j$ of $y$ and $u_j^*$ of $x$. In Chebfun2, these are represented as standard Chebfun objects, i.e. global polynomial interpolants through data in a Chebyshev grid in the interval $[a, b]$ or $[c, d]$ that is adaptively determined for 16-digit accuracy. Thus in Chebfun2 calculations, the philosophy of floating point arithmetic is replicated at three levels:

- **numbers** are represented by binary expansions of fixed length 64 bits;
- **one-dimensional functions** are represented by polynomial interpolants of adaptively determined degree; and
- **two-dimensional functions** are represented by LU approximations (8.5) of adaptively determined rank.

The Chebfun2 technology is closely related to the low-rank matrix approximations (often hierarchical, though not hierarchical in Chebfun2) developed over the years by many authors...
Figure 14. The cmatrix analogue (an integral equation) of the familiar matrix technique of solving $A s = f$ via two problems $L t = f$ and $U s = t$. First, an $\infty \times 1$ vector $t$ is constructed element-by-element by enforcing discrete conditions at the diagonal points $y_1, y_2, \ldots$ of $L$. Then, a sequence of values is computed of an $[c, d] \times 1$ function $s \in C([c, d])$ at the sample points $x_1, x_2, \ldots$, the diagonal points of $U$. If these diagonal points are dense in $[c, d]$ and the sample values behave appropriately, a candidate solution $s \in C([c, d])$ is determined.
has a Cholesky factorization if and only if it is non-negative definite. Below we shall prove that this is true if $A$ is sufficiently smooth.

The lower- and upper triangular factors of a Cholesky factorization are conjugate transposes of one another, and in particular, they have the same pivoting sequence. Consequently, to select a pivot, the Cholesky algorithm searches only along the diagonal. We can describe the algorithm as follows.

**Cholesky algorithm (with pivoting) for a Hermitian cmatrix.** Let $A$ be a Hermitian $[a, b] \times [a, b]$ cmatrix, and begin with $E_0 = A$. At step $k = 1$, find a value $x_1$ for which $E_0(x, x)$ is maximal. The diagonal entries are necessarily real since $E_0$ is Hermitian. If $E_0(x_1, x_1) < 0$, $A$ is not non-negative definite; the algorithm terminates. Otherwise, let $γ_1$ be the non-negative real square root of $E_0(x_1, x_1)$ and define $r_1 = E_0(., x_1)/γ_1$ and $E_1 = E_0 - r_1 r_1^*$. (If $E_0(x_1, x_1) = 0$, $A$ is the zero cmatrix and we take $r_1$ to be the zero function in $C([a, b])$.) The new cmatrix $E_1$ is zero in row $x_1$ and column $x_1$. At step $k = 2$, find a value $(x_2, x_2) \in [a, b] \times [a, b]$ for which $E_1(x, x)$ is maximal. If $E_1(x_2, x_2) < 0$, $A$ is not non-negative definite; the algorithm terminates. Otherwise, let $γ_2$ be the non-negative real square root of $E_1(x_2, x_2)$ and define $r_2 = E_1(., x_2)/γ_2$ and $E_2 = E_1 - r_2 r_2^*$. This cmatrix $E_2$ is zero in rows and columns $x_1$ and $x_2$. We continue in this fashion, generating the Cholesky factorization step by step, with the update equation

$$E_{k+1} = E_k - r_{k+1} r_{k+1}^*,$$

$k = 0, 1, 2, \ldots$ \hspace{1cm} (9.2)

The quasimatrix $R$ is the $\infty \times [a, b]$ quasimatrix whose $k$th row is $r_k^*$, and it is upper triangular and diagonally real maximal with pivot sequence $x_1, x_2, \ldots$.

We now turn to a theorem about Cholesky factorization of a cmatrix. This is a special case of LU factorization, and theorem 8.1 could be applied here again. However, the slightly stronger result below can be proved by a continuous analogue of an argument given by Harbrecht et al. [33]. Like theorem 8.1, this theorem requires $A$ to be analytic in a sizeable region in the complex plane with respect to one or the other of its arguments, but the region is smaller than before. A convergence result with this flavour for symmetric functions was announced in a talk by Geddes [32] and attributed to himself and Chapman, with the less explicit hypothesis that the region of analyticity is ‘sufficiently large’. It appears that there is no publication giving details of the Chapman–Geddes result.

**Theorem 9.1.** Let $A$ be an $[a, b] \times [a, b]$ Hermitian cmatrix. Suppose there is a constant $M > 0$ such that for each $x \in [a, b]$, the function $A(., x)$ can be extended to a function in the complex $y$-plane that is analytic and bounded in absolute value by $M$ throughout a neighbourhood $Ω$ (independent of $x$) of the closed Bernstein $4ρ$-ellipse scaled to $[a, b]$ for some $ρ > 1$ (or analogously with the roles of $y$ and $x$ reversed). Then if $A$ is non-negative definite, the series constructed by the Cholesky algorithm converges absolutely and uniformly at the rate $\|E_k\|_{∞} = O(ρ^{-k})$, giving a Cholesky factorization $A = R^* R$. If $A$ is not non-negative definite, the Cholesky algorithm breaks down with the square root of a negative number.

**Proof.** It is readily seen that if $A$ is non-negative definite, then this property is preserved by steps of the Cholesky algorithm; thus if the algorithm breaks down, $A$ must not be non-negative definite. Conversely, if the algorithm does not break down, then as we are about to show, it yields
a Cholesky factorization \( A = R^*R \), and as shown in (9.1), the existence of such a factorization implies that \( A \) is non-negative definite. From here on, accordingly, we assume \( A \) is non-negative definite.

Take \( k \) steps of the Cholesky algorithm. This yields a \( k \times [a, b] \) upper triangular quasimatrix \( R_k \) and a corresponding rank \( k \) approximation \( A_k = R_k^*R_k \) to \( A \) with error \( E_k = A - A_k \). If \( E_k = 0 \), the algorithm has successfully produced a Cholesky factorization in the form of a finite sum, and the assertions of the theorem hold trivially. Assume then \( E_k \neq 0 \). Let the diagonal entries of \( R \), which are necessarily real and positive and non-increasing, be denoted by \( \gamma_1 \geq \gamma_2 \geq \cdots \geq \gamma_k > 0 \). Because of the pivoting in the Cholesky algorithm, we have

\[
\|E_k\|_\infty \leq \gamma_{k+1}^2 \leq \gamma_k^2. \tag{9.3}
\]

Now \( R_k \) is a \( k \times [a, b] \) quasimatrix, but it contains within it the \( k \times k \) matrix \( \tilde{R}_k \) of entries from columns 1, \ldots, \( k \), and this matrix is psychologically upper triangular and diagonally real maximal, with diagonal entries \( \gamma_1 \geq \gamma_2 \geq \cdots \geq \gamma_k > 0 \). It is readily seen that the entries on the \( j \)th diagonal of the inverse of a unit triangular matrix are bounded in absolute value by \( 2^j \). Similarly, for a triangular matrix with minimal diagonal entry \( \gamma_k \), they are bounded in absolute value by \( 2^j/\gamma_k \). By regarding \( \tilde{R}_k^{-1} \) as the sum of its diagonals, it follows that

\[
\|\tilde{R}_k^{-1}\|_2 \leq \frac{2^k}{\gamma_k},
\]

where \( \| \cdot \|_2 \) is the matrix 2-norm. (A more precise estimate is given in theorem 6.1 and the remark that follows it in [34], with discussion of the relevant literature.) This implies

\[
\|\tilde{A}_k^{-1}\|_2 \leq \frac{4^k}{\gamma_k^2},
\]

where \( \tilde{A}_k = \tilde{R}_k^*\tilde{R}_k \) is the \( k \times k \) Hermitian positive definite submatrix of \( A \) extracted from its rows and columns 1, \ldots, \( k \). Another way to say this is that the \( k \)th singular value of \( \tilde{A}_k \) (i.e. \( k \)th eigenvalue in absolute value) satisfies

\[
\sigma_k(\tilde{A}_k) \geq \frac{\gamma_k^2}{4^k}.
\]

Thus by combining with (9.3), we get

\[
\|E_k\|_\infty \leq 4^k \sigma_k(\tilde{A}_k) = 4^k \inf \|\tilde{A}_k - C_{k-1}\|_2,
\]

where the infimum is over \( k \times k \) matrices \( C_{k-1} \) of rank \( k-1 \), or by switching from the 2-norm of \( \tilde{A}_k - C_{k-1} \) to its maximum entry,

\[
\|E_k\|_\infty \leq 4^k \inf_{i,j} |(\tilde{A}_k - C_{k-1})_{ij}| \tag{9.4}
\]

Now by the observations in the paragraph above theorem 7.1, our analyticity assumption implies that \( A \) can be approximated to accuracy \( O((4\rho)^{-k}) \) by functions that are polynomials of degree \( k-2 \) with respect to one of the variables, and indeed to accuracy \( O((4\rho + \varepsilon)^{-k}) \) for some sufficiently small \( \varepsilon > 0 \) since we assumed analyticity in a neighbourhood \( \Omega \) of the Bernstein ellipse. When such a function is sampled on a \( k \times k \) grid, the resulting matrix is of rank at most \( k-1 \). Combining this observation with (9.4) completes the proof.

Theorem 9.1, like theorems 6.1 and 8.1, makes a very strong smoothness assumption. Experience with Chebfun2 shows that in practice, QR, LU and Cholesky factorizations all proceed without difficulty for cmatrices that have just a minimal degree of smoothness. We do not know whether it can be proved that this must always be the case.

Chebfun2 does not compute Cholesky factorizations in the manner we have described in this section. Instead, its \texttt{chol} command starts from the cmatrix LU factorization already computed when a chebfun2 is first realized (of finite rank, accurate to 16 digits), and the Cholesky factors are

\[
\|E_k\|_\infty \leq 4^k \inf_{i,j} |(\tilde{A}_k - C_{k-1})_{ij}| \tag{9.4}
\]
then obtained by appropriately rescaling the columns of $L$ and rows of $U$. Just as with matrices, \texttt{chol} applied to Hermitian cmatrices proves a highly practical way of testing for non-negative definiteness (up to 16-digit precision).

10. Conclusion

In closing, we would like to emphasize that this article is intended as a contribution to conceptual and mathematical foundations. Our work sprang from the Chebfun2 software project, as described especially in §8, and it has connections with low-rank matrix approximation algorithms developed by many authors in many applications, but the new content of this paper is theoretical. We have proposed concepts of matrix factorizations of quasimatrices and cmatrices that we hope others will find useful and established the first theorems (theorems 6.1, 8.1 and 9.1) asserting that the QR, LU and Cholesky cmatrix factorizations exist.
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