Pointillist rendering of electron charge and spin density suffices to replicate trends in atomic properties
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The monotonic and non-monotonic variations of atomic properties within and between the rows of the periodic table underlie our understanding of chemistry and accounting for these variations has been a signature strength of quantum mechanics (QM). However, the computational burden of QM motivates the development of more efficient means of describing electrons and reactivity. The recently developed LEWIS \textsuperscript{\textregistered} model incorporates lessons learnt from QM into a force field that includes electrons as explicit pseudo-classical particles. Here, we extend LEWIS \textsuperscript{\textregistered} across the 2\textit{p} and 3\textit{p} elements, and show that it is capable of reproducing both monotonic and non-monotonic variations of chemically important atomic properties in a cost-effective manner. An indicator of the strength of the construct is the ability of pairwise potentials trained on ionization energies and the order of spin configurations to predict atomic polarizabilities. In this manner, some insights of QM are uncoupled from its onerous computational burden.

1. Introduction

The challenge of describing the complex behaviour of bound electrons has spawned a spectrum of approaches, ranging from explicit to implicit treatments. In molecular mechanics, electrons are typically represented implicitly by energies that depend not only on the partial charge carried by each atom, but also on bond lengths, bond angles, dihedral angles and, most recently, polarization, all of which are calculated on the fly. Such force fields include OPLS \cite{1}, CHARMM \cite{2} and AMBER \cite{3}. For reactive force fields, in which bonds can be made and broken \cite{4–6}, electrons are also implicit in the
dependence of energies on bond types, which are also calculated on the fly. Examples include ReaxFF [7], REBO [8,9] and EVB [10,11]. In essence, the effects of the electrons are captured empirically by many-body interactions among the atoms.

At the other end of the spectrum, electrons are described explicitly and rigorously by quantum mechanics (QM). An early triumph was its explanation of the variations in the properties of the chemical elements within and between rows of the periodic table. As we teach introductory chemistry students, (i) our understanding of the chemical behaviour of the elements relies heavily on the variation of the electron affinity (EA) and ionization energy (IE), and (ii) while nuclear charge increases monotonically, the EA and IE vary non-monotonically according to the half- and complete-filling of subshells of atomic orbitals that are (a) defined by wave mechanics and (b) admit only one electron of each spin. Not only is this a complete and satisfying description of the fundamental properties underlying the behaviour of the elements, but QM has since gone from strength to strength, finding ever broader applications.

It remains, however, that the complexity and cost of QM calculations seriously limit its applicability. For systems with numerous electrons, reliability is compromised by the shortcuts that must be taken in basis sets and configurations. Even in its more efficient density functional (DFT) incarnation, QM studies of reactions generally require restricting degrees of freedom by hypothesizing reaction pathways. However, especially in condensed phases, the relevance of numerous degrees of freedom is often a central issue. Given this uncharted territory, a significant contribution can be made by an approach capable of efficiently sampling and defining reaction pathways in complex media.

An alternative approach is to retain explicit electrons, but lean hard towards the more intuitive particle side of their wave–particle duality, while incorporating features that arise from their wave behaviour. The effect is to render the charge and spin densities of DFT in pointillist fashion (to borrow a term from the art world). The question is whether such a coarse description can do useful chemical work. To assess the possibilities, we need to start where QM started, i.e. with an account of the atomic properties that are important for ultimately describing molecular behaviour. Recently, we developed potentials for repulsions between pseudo-particles representing like-spin and unlike-spin electrons. After designing them on the basis of data for two elements, we then showed that they could also describe aufbau for three other elements scattered among the first three rows of the periodic table [12]. As the next step, we now wish to fill in the gaps in order to explore the potential for describing trends in periodic properties. Of particular interest, in addition to the ionization and spin excitation energies that contribute to aufbau, are the atomic polarizabilities. While a great deal of effort has gone into adding polarizabilities to force fields with implicit electrons, polarizabilities are natural features of models with explicit electrons, and we take advantage of that here. The combination of ionization energies (IEs), EAs and polarizabilities is a prerequisite for a reliable description of molecules because they respectively reflect the depth and width of the electron potential well.

2. LEWIS

(a) Particles

LEWIS unpacks atoms into fully charged valence electrons (e) and atomic kernels (X) that include the core electrons. The independent mobility of these particles naturally builds in reactivity (i.e. the breaking and making of bonds, whether in homolytic or heterolytic fashion), as well as polarizability. In addition to Cartesian coordinates, each electron particle has one of two possible spins, which enables the description of different spin configurations, and a variable cloud diameter (i.e. uncertainty of position), with an associated quantum kinetic energy,

\[ U_{KE} = \frac{3h^2}{2m_e d_e^2}, \]  

where \( h \) is the reduced Plank’s constant, \( m_e \) the electron mass and \( d_e \) the electron cloud diameter.
(b) Interactions and potential forms

The interactions between the particles are strictly pairwise to maximize efficiency, and smoothly differentiable to ensure energy conservation in simulations. All are coulombic at long distances, to conform to classical electrostatics, and finite at short distances on account of the diffuse distribution of the electrons [12]. Of course, numerous functions have these features and, as for the functionals in DFT, the quality of a given set of potentials must be evaluated empirically. The search for suitable potential forms is the most demanding aspect of developing the model. The following set of forms is the most effective that we have discovered among the many combinations tested so far.

The dependence of the pair interactions on interparticle distance, \( r \), is expected to depend on how diffuse the charge associated with each particle is. Assuming a simple scaling relationship, we define \( r_{\text{eff}} = r / d_{\text{eff}} \), where the \( d_{\text{eff}} \) is a monotonically increasing function of the characteristic diameters of the two charge distributions. For the energy of attraction between an electron and an atomic kernel of element \( X \)

\[
U_{eX} = \frac{q_e q_X}{d_{\text{eff}} \left( r_{\text{eff}}^8 + \kappa_{eX}^2 r_{\text{eff}}^6 + \kappa_{eX}^4 r_{\text{eff}}^4 + \kappa_{eX}^6 r_{\text{eff}}^2 + 1 \right)^{1/8}},
\]

where the \( \kappa_{eX} \) are adjustable parameters specific for the element \( X \) and the best form found for \( d_{\text{eff}} \) is

\[
d_{\text{eff}} = \sigma_{eX} d_e + \rho_{eX},
\]

with \( \sigma_{eX} \) scaling the diameter, \( d_e \), of the valence electron and \( \rho_{eX} \) corresponding to the cloud diameter of the implicit core electrons. \( \rho_{eX} \) is set to zero for hydrogen and is found to correlate with the atomic radii of other elements (see below).

For the energy of repulsion between a pair of unlike-spin electrons, the form is similar

\[
U_{ee(u)} = \frac{q_e q_e}{d_{\text{eff}} \left( r_{\text{eff}}^8 + \kappa_{ee}^6 r_{\text{eff}}^2 + 1 \right)^{1/8}},
\]

except that, in this case, the best form found for \( d_{\text{eff}} \) is

\[
d_{\text{eff}} = \sigma_{ee} \sqrt{d_{e,i}^2 + d_{e,j}^2},
\]

where \( d_{e,i} \) and \( d_{e,j} \) are the cloud diameters of the two electrons. For repulsions between like-spin electrons, the consequences of the fermionic requirement of wave function antisymmetry are accounted for by adding an ‘exchange term’ for which the best form found so far is

\[
U_{ee(l)} = U_{ee(u)} + \frac{3\hbar^2}{2m_e d_{\text{eff}}^2} \chi_{ee} \cos \left( \frac{\pi}{2} (\tau_{ee1} r_{\text{eff}})^4 \right) \exp \left( -(\tau_{ee2} r_{\text{eff}})^2 \right),
\]

where the three adjustable parameters \( \chi_{ee} \), \( \tau_{ee1} \) and \( \tau_{ee2} \) determine the amplitude, zero crossing and damping, respectively. As discussed below, an important feature of equation (2.6) is the change of sign with distance.

3. Training set and optimization

(a) Training set

To describe a system, optimized potentials are required for the interactions between all pairs of particles. Each monoatomic species (containing just a single kernel) requires \( U_{eX} \), \( U_{ee(u)} \) and \( U_{ee(l)} \). However, to be suitably transferable, \( U_{eX} \) and \( U_{ee(u)} \) must be independent of environment. Here, we use the \( U_{eX} \) and \( U_{ee(u)} \), obtained earlier by training on properties of hydrogen and chlorine atoms [12]. Only, the parameter values for \( U_{eX} \) are optimized for each newly introduced element, \( X \), as we did earlier for three scattered elements, boron, fluorine and aluminium.
Table 1. Atomic ions included in the training set (when their experimental energies are available).

<table>
<thead>
<tr>
<th>no. valence electrons</th>
<th>spin configurations in order of energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>α</td>
</tr>
<tr>
<td>2</td>
<td>αβ &lt; α2</td>
</tr>
<tr>
<td>3</td>
<td>α2β &lt; α3</td>
</tr>
<tr>
<td>4</td>
<td>α3β &lt; α2β2 &lt; α4</td>
</tr>
<tr>
<td>5</td>
<td>α4β &lt; α3β2 &lt; α5</td>
</tr>
<tr>
<td>6</td>
<td>α4β2 &lt; α3β3 &lt; α5β</td>
</tr>
<tr>
<td>7</td>
<td>α4β3 &lt; α5β2</td>
</tr>
<tr>
<td>8</td>
<td>α4β4</td>
</tr>
</tbody>
</table>

Each $U_{e\chi}$ has five parameters (three in equation (2.2) and two in equation (2.3)). To optimize these parameters, we built training sets that include experimental data for the atoms in all degrees of ionization of their valence electrons: in particular, (i) the differences between their ground-state energies and (ii) the minimum energies required for each to achieve other spin configurations. We chose these data for training because they are important for reactivity and not addressed by conventional classical models. They are also highly demanding owing to the non-monotonic dependence of the energies on total electron spin for a given ionization state or on atomic number within a row of the periodic table.

Table 1 shows all the experimentally documented configurations that LEWIS• can describe, with the order of energy following Hund’s rules. In the case of sulfur, this makes a total of 14 data points in the training set: seven for the IEs and EA, and seven for the variations in total electron spin. The relatively small training sets of carbon and silicon each have a total of nine data points. Elements of groups 1A and 2A are not included because they lack sufficient ionization and spin excitation data for this approach to parameter optimization.

(b) Parameter optimization

Our objective function is a weighted sum of the absolute value of the percent deviation from the experimental energy values in the training set. Because the energy depends on structure, evaluation of the objective function requires an additional layer of optimization: for each set of potential parameters, the structural parameters (coordinates of all particles and cloud sizes of all electrons) are varied to find the minimum energy for each species (as described in the electronic supplementary material).

The weights in the objective function were assigned according to the anticipated importance of each training variable for future simulations of reactions. The greatest weights were given to the EAs and first IEs. In addition, while low weights were given to the energies of the spin excitations, high priority was given to obtaining the correct sequence of spin states.

4. Results

(a) Replication of training data

Table 2 summarizes the optimized values of the parameters for all the pair potentials, with the new $U_{e\chi}$s shown in italics, and figure 1 shows $U_{ee(l)}$, $U_{ee(u)}$ and $U_{eS}$, as an example of $U_{e\chi}$. As illustrated in figure 1, all three interactions are coulombic at long distances, to conform to classical electrostatics. However, they are finite at short distances, on account of quantum uncertainty. Exchange effects are reflected in the difference between the repulsions between electrons of like-spin (dashed line) and unlike-spin (solid line). Here, the sign change (observed
that the second spin excitation for the neutral atom (with six valence electrons) is significantly
the EA, are fit very accurately. Energies for changes in total spin are well replicated except
for Pauli exclusion at short distances and Hund’s rules (table 1) at longer distances.

Figure 1. Charge normalized potentials versus effective distance for pairwise interactions between LEWIS+ particles. Potentials based on the parameters in table 2 are compared with simple Coulomb potentials (dotted lines). The LEWIS+ repulsions between electrons are shown by a solid line for electrons of unlike-spin, $U_{e\neq i}$, and a dashed line for electrons of like-spin, $U_{ei}$. (Although the latter appears to diverge, it levels off to a finite value outside the range of this graph.) The LEWIS+ electron–kernel attraction is exemplified by that for sulfur kernels, $U_{S\alpha}$. The potentials are all normalized by dividing by $|q|/4\pi\varepsilon_0$, where $q_e = -1e$ and $q_\alpha = +6e$.

Table 2. Values of the potential parameters. The values in italics are results of this work. The other values are from reference [12].

<table>
<thead>
<tr>
<th>interaction</th>
<th>parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e\bar{e}$ (l)</td>
<td>$\chi/\bar{\AA}$, $\tau_1$, $\tau_2$</td>
</tr>
<tr>
<td>ee(l)</td>
<td>32.6542, 0.84436, 1.92179</td>
</tr>
<tr>
<td>ee(u)</td>
<td>$\kappa_6$, $\kappa_4$, $\kappa_2$, $\sigma$, $\rho/\bar{\AA}$</td>
</tr>
<tr>
<td>eH</td>
<td>1.53127, 0.79796, 1.26299, 0.57755, 0</td>
</tr>
<tr>
<td>eB</td>
<td>0.12533, 0.88925, 1.10953, 0.60286, 0.13875</td>
</tr>
<tr>
<td>eC</td>
<td>0.02362, 0.03983, 1.10021, 0.59052, 0.18043</td>
</tr>
<tr>
<td>eN</td>
<td>0.00122, 0.04659, 1.08379, 0.59998, 0.28022</td>
</tr>
<tr>
<td>eO</td>
<td>0.13234, 0.38299, 1.08379, 0.59052, 0.18043</td>
</tr>
<tr>
<td>eF</td>
<td>0.03665, 0.33811, 1.07203, 0.59998, 0.13875</td>
</tr>
<tr>
<td>eAl</td>
<td>0.13893, 1.10126, 1.10953, 0.43475, 0.60286</td>
</tr>
<tr>
<td>eSi</td>
<td>1.00853, 0.31275, 1.14139, 0.45676, 0.49456</td>
</tr>
<tr>
<td>eP</td>
<td>1.04953, 0.04817, 1.12527, 0.44088, 0.42511</td>
</tr>
<tr>
<td>eCl</td>
<td>1.02169, 0.08850, 1.11480, 0.44436, 0.40190</td>
</tr>
</tbody>
</table>

as the crossover between the dashed and solid black lines) is an important feature that provides
for Pauli exclusion at short distances and Hund’s rules (table 1) at longer distances.

The quality of the fit to the training data is illustrated in figure 2 for sulfur. All IEs, especially
the EA, are fit very accurately. Energies for changes in total spin are well replicated except
that the second spin excitation for the neutral atom (with six valence electrons) is significantly
Figure 2. The training set used to optimize the five parameters for the attraction between a valence electron and a sulfur kernel (with the results shown in table 2 and the lower panel of figure 1), except for the two highest ionization energies which are off this scale but can be found in electronic supplementary material, table S1. Open symbols represent experimental data and closed symbols represent the LEWIS\(^*\) values obtained with optimized potential parameters. Circles set at half-integer points along the abscissa represent the difference in energy between flanking ionization states. These include the electron affinity and the ionization energies for all valence electrons. Triangles set at integer points along the abscissa represent energies of spin excitation. Upward (downward) pointing triangles correspond to increases (decreases) in total spin relative to the ground state.

underestimated. This excitation promotes an electron to a new shell which is challenging for LEWIS\(^*\). It is possible that this is due to the restriction to pair-wise interactions or the coarse graining of the density inherent in the pointillist description. However, it remains that the spin orders are always correct and that is our main interest for future applications.

Similar accuracies are obtained for all the other elements. Figure 3a (as well as tables S1 and S2 in the electronic supplementary material) shows the ability of LEWIS\(^*\) to simultaneously fit all the EAs and IEs in the training set, under the constraint that the order of the spin states is also reproduced, using the single set of electron–electron repulsions shown in the top panel of figure 1. The extra weights given to the EA and the first ionization energy are reflected in the quality of the fit.

Surveying the trends in figure 3a, it is notable that, even though a lower priority was given to higher-order IEs, the values for all the oxidation states are not only in good agreement with the individual experimental values, but also follow the non-monotonic experimental variations, including those within rows of the periodic table (figure 3a). The one exception is the experimentally observed dip in first ionization energy from nitrogen to oxygen, although the corresponding dip in the third row is successfully replicated, as are all the corresponding dips in the higher-order IEs. Getting the trends right is important, not only for internal consistency, but also ultimately for simulating chemistry. It should be noted that by fitting the EAs and first ionization energies (IE1), we automatically replicate electronegativity on the Mulliken scale, calculated as \((\text{EA} + \text{IE1})/2\).

(b) Predictions outside the training set

By way of validation, we now ask whether the LEWIS\(^*\) potentials can predict trends in atomic properties outside the training set. In particular, we focus on atomic polarizabilities, as a growing appreciation of their importance for molecular behaviour has motivated extensive efforts to add them to conventional (non-reactive) atomistic force fields [17–26]. In LEWIS\(^*\), polarizabilities occur naturally with field-induced redistribution of the explicit, independently mobile, valence electrons (as described in the electronic supplementary material). Although the LEWIS\(^*\) interaction potentials are trained on data that vary non-monotonically within rows of the periodic table (figure 3a), LEWIS\(^*\) correctly predicts monotonically varying polarizabilities, with
Figure 3. Features of the first 18 elements. (a) Training set: electron affinities [13] and ionization energies [14], with experimental values shown as black circles connected by black lines and LEWIS fits shown as red triangles for species with valence electrons. Not shown is the fact that LEWIS accurately predicts that N\(^-\) (atomic number 7) is unstable. (b) Calculated polarizabilities (red triangles) compared with experimental polarizabilities [15] (black circles). The calculated value for aluminium is omitted here because it exceeds the range of this plot, at about twice the experimental value. (c) Radii for minimum energy structures: radii of core electron clouds = \(\rho_{ex}/2\) (×); average cloud radius for peripheral valence electrons = \(d_e/2\) (⋆); average radial distance of peripheral valence electrons from the kernel = \(r_{ex}\) (+). The trends parallel those of the experimental covalent and van der Waals radii (see text) [16].

values that compare well with experiment, as shown in figure 3b (and electronic supplementary material, table S3). The trends within rows and the jumps between rows are well matched, and the quantitative agreement is good for all but aluminium (where the calculated value is double the experimental value, and not shown in the graph). The better quantitative agreement at the right end of the rows may reflect the availability of larger training sets for these elements. Of course, polarizability can be added to smaller training sets to obtain potentials that better describe this property for elements of interest.

(c) Description of structure

In its pointillist rendering of the electron charge and spin density, LEWIS provides ready insights into atomic structure. Figure 4a shows ground-state electronic structures for the elements considered, including a metal (to the left of the green line) and two metalloids (between the green and blue lines), whereas figure 4b shows ground- and excited-state electronic structures for the valence ions of sulfur. Throughout, we see that electrons of like-spin avoid each other, with distributions around the kernel that are reminiscent of the major lobes of hybrid orbitals: two three and four electrons of like-spin form linear, triangular and tetrahedral arrangements, respectively. This is most obvious in panel (a) for spin \(\alpha\) (magenta) in the structures of boron, carbon, nitrogen and oxygen. In some cases, the symmetries of the three pairs of spin groups allow pairing between electrons of opposite spin. Examples include the \(\alpha\beta\) (S\(^+\) ground state) and \(4\alpha3\beta\) (ground states of F, Cl and S\(^-\)) spin configurations. The energy-minimized symmetries are identical for all species with the
same spin configuration. For example, the symmetries of nitrogen and phosphorus in panel (a) are not only identical to each other, but also to the ground state of S⁺⁺.

Quantitative details of the structures are shown in figure 3c. It is satisfying that the kernel radius is always larger for the 3p elements than for any of the 2p elements, just as is the case for covalent atomic radii [16]. The radii of valence electron clouds and the radial distances of the valence electrons from the kernel are the values that minimize the ground-state energy, as the electrons compromise between avoiding each other while approaching the kernel. Like experimental radii, they shrink monotonically across a row and expand going down a family. It is notable that the monotonic behaviour of radii within rows occurs in spite of the non-monotonic behaviour of the properties on which the potentials were trained (figure 3a).

5. Conclusion

The successes of LEWIS⁺⁺ are significant on several levels. Philosophically, LEWIS⁺⁺ is most closely related to the original, orbital-free conception of DFT. However, good orbital-free functionals have proven elusive and the Kohn–Sham orbital approach has become dominant based on its
straightforward treatment of the kinetic energy. The present pointillist representation of the electron charge and spin density has a similarly straightforward evaluation of the kinetic energy, while also approximating other contributions to the energy with efficient and intuitive pairwise potentials. In these respects, it is similar to eFF [27]. However, because eFF assumes that the electrons occupy Gaussian orbitals, its potentials are restricted to forms that do not serve as well as the heuristic forms of LEWIS*. Of course, as for functionals in DFT, future exploration in LEWIS* can be expected to provide still better potentials than the ones that we have discovered so far.

Regarding the present progress, it is simultaneously surprising and encouraging that a single set of pseudo-classical pairwise potentials for repulsions between valence electrons is transferable across three rows of the periodic table to closely mimic the non-monotonic variation of EA and ionization energy (and therefore also electronegativity), while correctly ordering the energies of different spin states. Also non-trivial is the ability of LEWIS* so trained to naturally predict polarizabilities and trends in atomic radii. We know of no other method that can produce this information with pairwise interactions.

Although one can strive for greater accuracy with improved potentials, the present trends in atomic radii, electronegativities and polarizabilities already suggest that the present approach can reproduce bond lengths, bond energies and bond polarizations well enough to justify the effort of developing kernel–kernel potentials. Optimism regarding kernel–kernel potentials is supported by the effectiveness of the kernel–kernel potentials developed in the earlier LEWIS model of water [28,29] which allowed for an excellent description of the solvation and dynamics of proton defects in bulk water [30]. Limitations of that construct were its modelling of the valence electrons in pairs with a fixed cloud radius. Electron pairs cannot describe free radicals or fractional-bond order, and a fixed electron cloud radius compromises transferability from oxygen to other non-metals. With LEWIS*, both of these limitations are overcome.
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