Multi-time equations are evolution equations involving several time variables, one for each particle. Such equations have been considered for the purpose of making theories manifestly Lorentz invariant. We compare their status and significance in classical and quantum physics.

1. Introduction

Motivated by relativity, several authors have suggested introducing, in classical and quantum physics, a separate time coordinate for every particle in order to avoid the use of simultaneity surfaces, e.g. [1–8]. For example, multi-time wave functions have been used in the foundations of quantum mechanics for defining relativistic collapse [9] or de Broglie–Bohm [10] theories.

In quantum physics, the basic idea is that the relativistic analogue of a non-relativistic wave function

$$\psi(t, x_1, \ldots, x_n)$$  \hspace{1cm} (1.1)

(say, a function on $\mathbb{R} \times (\mathbb{R}^3)^n$) is a multi-time wave function

$$\phi(t_1, x_1, \ldots, t_n, x_n)$$  \hspace{1cm} (1.2)

defined, say, on $(\mathbb{R}^4)^n$ or on the set of space-like configurations

$$S_n = \{(x_1, \ldots, x_n) \in (\mathbb{R}^4)^n : x_j \text{ is spacelike to } x_k \forall j \neq k\},$$  \hspace{1cm} (1.3)

where we write $x = (x^0, x) = (t, x)$ for a space–time point. The ordinary wave function $\psi$ is retrieved by setting all time coordinates equal (in the Lorentz frame that $\psi$ refers to)

$$\psi(t, x_1, \ldots, x_n) = \phi(t, x_1, \ldots, t, x_n).$$  \hspace{1cm} (1.4)
The time evolution of $\phi$ is governed by one Schrödinger equation per time coordinate
\[ i \frac{\partial \phi}{\partial t_j} = H_j \phi \] (1.5)
for all $j = 1, \ldots, n$, with partial Hamiltonians $H_j$ that (at least at $t_1 = t_2 = \cdots = t_n$) add up to the full Hamiltonian
\[ H = \sum_{j=1}^{n} H_j \] (1.6)
that figures in the Schrödinger equation for $\psi$,
\[ i \frac{\partial \psi}{\partial t} = H \psi. \] (1.7)
The system of equations (1.5) is consistent (i.e. integrable) only if the partial Hamiltonians satisfy the consistency condition [3, 7, 11]
\[ \frac{\partial H_k}{\partial t_j} - \frac{\partial H_j}{\partial t_k} + i[H_j, H_k] = 0. \] (1.8)
We can drop the assumption of a fixed particle number $n$ by using Fock space as the Hilbert space, $\mathcal{H} = \bigoplus_{n=0}^{\infty} \mathcal{H}_n$, with $\mathcal{H}_n$ the space of $n$-particle states. A vector $\psi_0$ in Fock space can be regarded, in the particle–position representation, as a function on $\Gamma(\mathbb{R}^3)$ with
\[ \Gamma(S) := \bigcup_{n=0}^{\infty} S^n \] (1.9)
(the configuration space of a variable number of particles) or, equivalently, as a sequence $(\psi_0^{(0)}, \psi_0^{(1)}, \psi_0^{(2)}, \ldots)$, where $\psi_0^{(n)}$, the $n$-particle sector of $\psi_0$, is a function on $(\mathbb{R}^3)^n$. In this setting, the single-time wave function $\psi$ is a function on $\mathbb{R} \times \Gamma(\mathbb{R}^3)$, and its multi-time version $\phi$ is a function on $\Gamma(\mathbb{R}^4)$ or on the set of space-like configurations
\[ \mathcal{S} = \bigcup_{n=0}^{\infty} \mathcal{S}_n. \] (1.10)
Now consider again a fixed $n > 1$. The equation in classical mechanics that is perhaps the closest analogue of the Schrödinger equation (1.7) is the Hamilton–Jacobi equation
\[ \frac{\partial S}{\partial t_j}(t_1, x_1, \ldots, x_n) = -H(t_1, x_1, \nabla_{x_1} S, \ldots, x_n, \nabla_{x_n} S) \] (1.11)
with classical Hamiltonian function $H(t_1, x_1, p_1, \ldots, x_n, p_n)$, and the closest analogue of the wave function $\psi$ of quantum mechanics is perhaps the Hamilton–Jacobi function $S(t_1, x_1, \ldots, x_n)$. In this spirit, the analogue of the multi-time wave function $\phi$ would be a multi-time Hamilton–Jacobi function $S(t_1, x_1, \ldots, t_n, x_n)$ satisfying a system of multi-time Hamilton–Jacobi equations (e.g. [5, eqn (3.59)], [6, eqn (48)], [12])
\[ \frac{\partial S}{\partial t_j}(t_1, x_1, \ldots, t_n, x_n) = -H_j(t_1, x_1, \nabla_{x_1} S, \ldots, t_n, x_n, \nabla_{x_n} S) \] (1.12)
with partial Hamiltonian functions $H_j(t_1, x_1, p_1, \ldots, t_n, x_n, p_n)$ that (at least at $t_1 = t_2 = \cdots = t_n$) add up to $H$. The system of equation (1.12) is consistent only if the partial Hamiltonians satisfy the
consistency condition (e.g.\cite[eqn (3.60)]{5}, \cite[eqn (50)]{6}, \cite[eqn (2.2)]{11})

\[ \frac{\partial H_k}{\partial t_j} - \frac{\partial H_j}{\partial t_k} - \{H_j, H_k\} = 0, \tag{1.13} \]

where \{\cdot, \cdot\} denotes the Poisson bracket

\[ \{f, g\} = \sum_{j=1}^{n} \nabla_{x_j} f \cdot \nabla_{p_j} g - \nabla_{p_j} f \cdot \nabla_{x_j} g. \tag{1.14} \]

The analogy between (1.8) and (1.13) is striking, in particular because it is widely regarded as a quantization rule to replace the Poisson bracket by \(-i\) times the commutator.

However, the analogy is limited. The main difference is that for a quantum system with a wave function, there is a fact in nature about what its Hamilton–Jacobi function \(S\) is. In classical mechanics, nature need only know the present positions and momenta of all particles to determine the future evolution; thus, of \(S\) nature need only know \(\nabla_x S\) for all \(j\) at the actual configuration, while all other information about \(S\) is irrelevant to the actual evolution of the system. In short, \(\psi\) is real but \(S\) is not.\footnote{Some readers may not agree that nature knows what \(\psi\) is. To them, the Schrödinger equation will seem less fundamental, its manifest covariance less relevant and multi-time equations less attractive.} As a consequence, the Hamilton–Jacobi equation (1.11) can hardly be regarded as a fundamental law of nature in classical mechanics. The fundamental law would be the equations that directly govern the motion, which can be written as Hamilton’s equations

\[ \frac{dx_j}{dt} = \nabla_{p_j} H(t, x_1(t), p_1(t), \ldots, x_n(t), p_n(t)) \tag{1.15a} \]

and

\[ \frac{dp_j}{dt} = -\nabla_{x_j} H(t, x_1(t), p_1(t), \ldots, x_n(t), p_n(t)). \tag{1.15b} \]

Thus, in a relativistic formulation of classical mechanics, it would seem more appropriate to look for a multi-time version of (1.15) than of (1.11). It will be useful to write the equations of motion in an even more abstract way, as

\[ \frac{dx_j}{dt} = v_j(t, x_1(t), p_1(t), \ldots, x_n(t), p_n(t)) \tag{1.16a} \]

and

\[ \frac{dp_j}{dt} = w_j(t, x_1(t), p_1(t), \ldots, x_n(t), p_n(t)), \tag{1.16b} \]

where \((v_1, w_1, \ldots, v_n, w_n)\) is a (time-dependent) vector field on phase space that governs the motion. The obvious multi-time version of (1.16) reads

\[ \frac{dx_j}{dt_j} = v_j(t_1, x_1(t_1), p_1(t_1), \ldots, t_n, x_n(t_n), p_n(t_n)) \tag{1.17a} \]

and

\[ \frac{dp_j}{dt_j} = w_j(t_1, x_1(t_1), p_1(t_1), \ldots, t_n, x_n(t_n), p_n(t_n)). \tag{1.17b} \]

and the relevant consistency property means the following. Consider the actual history of the classical system, consisting of \(n\) time-like particle world lines; we will call this an \(n\)-path. For each \(j = 1, \ldots, n\) choose a point \(x_j = (t_j, x_j)\) on the \(j\)th world line so that \((x_1, \ldots, x_n)\) is a space-like configuration. Let \(p_j\) be the corresponding momentum, \(p_j = m_j u_j\) with \(u_j = (u_j^1, u_j^2)\) the future-pointing unit tangent vector to the \(j\)th world line at \(x_j\). As we vary \(t_j, x_j\) and \(p_j\) will vary. We regard (1.17) as valid multi-time equations if and only if they correctly represent how \(x_j\) and \(p_j\) vary with \(t_j\), for any space-like choice of \((x_1, \ldots, x_n)\) on the \(n\) world lines. Furthermore, we regard (1.17) as a consistent system if and only if for (almost) every space-like configuration \((x_1, \ldots, x_n)\) there is
an $n$-path passing through $(x_1, \ldots, x_n)$ for which (1.17) is valid. Then the necessary and sufficient condition for consistency (e.g. [4, eqn (1.2)], [5, eqn (2.7)]) is that, for all $j \neq k$

$$\left(\frac{\partial}{\partial t_j} + v_j \cdot \nabla x_j + w_j \cdot \nabla p_j\right) v_k = 0 \quad (1.18a)$$

and

$$\left(\frac{\partial}{\partial t_j} + v_j \cdot \nabla x_j + w_j \cdot \nabla p_j\right) w_k = 0, \quad (1.18b)$$

a condition rather different from (1.8) and a condition that does not follow from (1.13).²

By the last remark, we mean the following: even if (1.13) is satisfied, and (1.12) can be solved, then the resulting multi-time Hamilton–Jacobi function $S(t_1, x_1, \ldots, t_n, x_n)$ does not necessarily provide us with a 3$n$-parameter family of $n$-paths, as the equations of motion, e.g.³

$$\frac{dx_j}{dt_j} = \frac{1}{m_j} \nabla x_j S(t_1, x_1, \ldots, t_n, x_n), \quad (1.20)$$

which form the natural analogue of the equation of motion of the standard single-time Hamilton–Jacobi formalism, e.g.

$$\frac{dx_j}{dt} = \frac{1}{m_j} \nabla x_j S(t, x_1, \ldots, x_n) \quad (1.21)$$

are typically inconsistent in the sense that there is no $n$-path such that (1.20) holds at every space-like configuration $(x_1, \ldots, x_n)$ with $x_j$ lying on the $j$th world line. Indeed, the condition for consistency of (1.20) in this sense reads

$$\left(\frac{\partial}{\partial t_j} + \frac{1}{m_j} \nabla x_j S(t_1, x_1, \ldots, t_n, x_n) \cdot \nabla x_j\right) \nabla x_j S(t_1, x_1, \ldots, t_n, x_n) = 0 \quad (1.22)$$

and this is typically not fulfilled (except in the non-interacting case). Put differently, if we choose a space-like foliation $\mathcal{F}$ and demand (1.20) to hold only on configurations that are simultaneous with respect to $\mathcal{F}$, then we obtain an $n$-path for any initial configuration, but then different choices of $\mathcal{F}$ will typically lead to different 3$n$-parameter families of $n$-paths for the same $S(t_1, x_1, \ldots, t_n, x_n)$ function. This kind of situation is well known in Bohmian mechanics, e.g. [13]: Even if the multi-time equations are consistent and the multi-time wave function $\phi$ is well defined, then the Bohmian equation of motion, analogous to (1.20), usually yields a different set of particle world lines for every foliation $\mathcal{F}$. Thus, the meaning of (1.18) is neither a direct analogue of (1.13) nor of (1.8).

The disanalogy goes further. We are not aware of any relativistic, classical, physical theory of interacting particles that can be formulated in the form (1.17). Relativistic interaction is usually mediated by fields, and action-at-a-distance (say, via interaction potentials) perhaps should not be expected to be relativistically invariant. In fact, Currie et al. [14] have shown for $N=2$ particles that, in a certain Hamiltonian framework, any law of motion (1.17) that satisfies (1.18) and

²We note that, remarkably, (1.13) is also equivalent to the consistency (i.e. integrability) (e.g. [5, eqn (2.10)], [6, eqn (55)], [11, eqn (2.2)]) of the following system of equations (e.g. [5, eqn (2.12)], [6, eqn (53) and (54)]), writing $t = (t_1, \ldots, t_n)$:

$$\frac{\partial}{\partial t_k} x_j(t) = \nabla_{p_j} H_k(t_1, x_1(t), p_1(t), \ldots, x_n(t), p_n(t)) \quad (1.19a)$$

and

$$\frac{\partial}{\partial t_k} p_j(t) = -\nabla_{x_j} H_k(t_1, x_1(t), p_1(t), \ldots, x_n(t), p_n(t)). \quad (1.19b)$$

This system can be regarded as another multi-time variant of (1.15). However, a function of the form $x_j(t)$ typically does not define a world line (while one of the form $x_j(t)$ does).

³Equations (1.20) and (1.21) are actually non-relativistic, but that does not matter for illustrating the point we are making here, which concerns the multi-time consistency condition corresponding to (1.18), a condition that can also be considered in the non-relativistic case. The relativistic formulae would only introduce further complications.
is Lorentz invariant must be non-interacting (i.e. the particle world lines are straight lines).\footnote{The framework requires that laws of motion be of Hamiltonian form, with the Hamiltonian part of a representation of the Poincaré group on phase space by transformations that preserve the symplectic structure. We also note that their result is actually slightly stronger than what we just described, requiring only the slightly weaker assumption that the law of motion be valid on configurations that lie on a common space-like hyperplane.}

Therefore, multi-time equations of the form (1.17) may not be a viable formulation of classical relativistic theories.

The situation is rather different in quantum physics, where multi-time Schrödinger equations do seem like a possible, even natural, formulation\cite{2,3,8,15}. This is mainly because the relevant kind of interaction is based on particle creation and annihilation, which does not fit into the framework of classical mechanics in terms of ordinary differential equations as (1.15) but fits very well into Schrödinger equations for vectors in Fock space. In fact, as interaction potentials (given by multiplication operators) lead to the violation of the consistency condition (1.8) also in the quantum case\cite{7}, it would seem that without particle creation and annihilation we might be stuck with non-interacting particles. A multi-time formulation of quantum theory with particle creation can be set up as follows\cite{8,15}. As a vector in Fock space $\oplus_{n=0}^{\infty} S_{\pm} L^2(\mathbb{R}^3, C^k)^{\otimes n}$ (with $S_{\pm}$ the (anti-)symmetrizer) can be regarded as a function $\psi$ on $\Gamma(\mathbb{R}^3)$, its multi-time analogue is a function $\phi$ on $\Gamma(\mathbb{R}^4)$, or rather on the set $\mathcal{S}$ of space-like configurations. Its multi-time evolution is governed by $n$ equations for its $n$-particle sector, equations that may also involve, for example, the $n-1$ and the $n+1$-particle sector of $\phi$. The consistency question is then more delicate but can be answered, in fact, positively for natural examples of multi-time equations\cite{8,15}.

As a last remark, as soon as fields are introduced in classical relativistic physics for mediating the interaction, there is apparently no need any more for multiple time variables. For example, the equations of classical electrodynamics of $n$ charged particles are\footnote{The system of equations (1.23) is actually ultraviolet divergent, and therefore ill defined, but that is an issue orthogonal to the ones considered in this paper.}

\begin{equation}
\tag{1.23a}
\frac{d^2 x_j^\mu}{d\tau^2} = q_j F_{\nu}^\mu(x_j(\tau)) \frac{dx_j^\nu}{d\tau} \quad \forall j \in \{1\ldots n\},
\end{equation}

\begin{equation}
\tag{1.23b}
\partial_\mu F_{\nu \lambda} = 4\pi \sum_{j=1}^{n} q_j \int d\tau \delta^4(x - x_j(\tau)) \frac{dx_j^\nu}{d\tau}
\end{equation}

and

\begin{equation}
\tag{1.23c}
\partial_\lambda F_{\mu \nu} + \partial_\nu F_{\lambda \mu} + \partial_\mu F_{\lambda \nu} = 0,
\end{equation}

where (1.23a) is the equation of motion including the Lorentz force law, $\tau$ means proper time along the world line, the constant $q_j$ is the charge of particle $j$, $F_{\mu \nu}$ is the electromagnetic field tensor (a function on space–time $\mathbb{R}^4$), and (1.23b) and (1.23c) are the Maxwell equations. These equations are manifestly Lorentz invariant and obviously do not require mentioning any function of several time variables. The reason multiple times are not needed is that the motion of particle $j$ at $x_j$ does not depend on the other particles except through the field at $x_j$, and thus has to do with the fact that classical electrodynamics is local. By contrast, quantum physics is notoriously non-local and this is reflected in the dependence of the wave function on the positions of several particles—which is the reason for introducing several time variables.
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